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G. I. Mahmood

P. M. Ligrani

K. Chen

Convective Heat Transfer Laboratory,
Department of Mechanical Engineering,

University of Utah,
Salt Lake City, UT 84112

Variable Property and
Temperature Ratio Effects on
Nusselt Numbers in a Rectangular
Channel With 45 Deg Angled Rib
Turbulators
Measured local and spatially-averaged Nusselt numbers and friction factors (all time-
averaged) are presented which show the effects of temperature ratio and variable prop-
erties in a rectangular channel with rib turbulators, and an aspect ratio of 4. The ratio of
air inlet stagnation temperature to local surface temperature Toi /Tw varies from 0.66 to
0.95, and Reynolds numbers based on channel height range from 10,000 to 83,700. The
square cross-section ribs are placed on two opposite surfaces, and are oriented at angles
of 145 deg and245 deg, respectively, with respect to the bulk flow direction. The ratio
of rib height to channel hydraulic diameter is 0.078, the rib pitch-to-height ratio is 10,
and the ribs block 25 percent of the channel cross-sectional area. Ratios of globally-
averaged rib Nusselt numbers to baseline, constant property Nusselt numbers,
Nu% /Nuo,cp, increase from 2.69 to 3.10 as the temperature ratio Toi /Tw decreases from
0.95 to 0.66 (provided Reynolds number ReH is approximately constant). Friction factor
ratios f / fo,cp then decrease as Toi /Tw decreases over this same range of values. In each
case, a correlation equation is given which matches the measured global variations. Such
global changes are a result of local Nusselt number ratio increases with temperature
ratio, which are especially pronounced on the flat surfaces just upstream and just down-
stream of individual ribs. Thermal performance parameters are also given, which are
somewhat lower in the ribbed channel than in channels with dimples and/or protrusions
mostly because of higher rib form drag and friction factors.@DOI: 10.1115/1.1589503#

Keywords: Augmentation, Heat Transfer, Internal, Roughness, Turbulent, Rrb Turbula-
tors

Introduction
Variable property effects are important in internal passages

whenever the ratio of surface temperature to local mixed mean
temperature is significantly different from one. This occurs in a
variety of applications, including electronics cooling, heat ex-
changers, internal parts of turbine airfoils, and bio-medical de-
vices. Changes to local heat transfer behavior occur in these situ-
ations ~relative to situations with near unity temperature ratios!
because of fluid property variations with internal passage location.
The properties having the greatest influence on local Nusselt num-
ber behavior are those which then affect the largest changes to
diffusion and advection of thermal energy: molecular thermal con-
ductivity, absolute viscosity, specific heat, and static density.
Static density variations can also induce buoyancy driven Nusselt
number variations, provided forced flow velocities are approxi-
mately the same magnitude as the buoyancy driven fluid veloci-
ties. In many situations, this can occur near surfaces~where
streamwise flow speeds are quite low! even though spatially-
averaged velocities are high enough to insure the presence of fully
turbulent flow@1#.

Only a handful of papers consider the effects of temperature
ratio and/or variable properties on flow and heat transfer in inter-
nal passages. Of these, Dipprey and Sabersky@2# examine the
effects of different values of the molecular Prandtl number on heat
transfer coefficients and friction factors in tubes with water and

closed-packed sand-grain roughness on the walls. Results pre-
sented for different wall-to-fluid temperature differences, and dif-
ferent water Prandtl numbers show that average heat transfer co-
efficients generally increase as Pr decreases, and that thermal
performance parameter magnitudes decrease as the Prandtl num-
ber increases. Bo et al.@3# describe numerical predictions of
buoyancy-influenced flows in a heated square smooth duct rotat-
ing in an orthogonal mode. Their results in the developing duct
flow show that turbulent intensity and Nusselt numbers are differ-
ent in the rotating buoyant flow than in constant density flow.
Parsons et al.@4# present experimental results which show the
influences of buoyancy due to rotation on surface Nusselt num-
bers in two-pass square channels with angled-ribs. The influences
of changing the channel orientation with respect to the axis of
rotation are considered. Heat transfer data are presented which
show that the influences of Coriolis forces and cross-stream flows
decrease as channel orientation changes from normal to angled.
Taslim and Lengkong@5# measure Nusselt numbers in square sta-
tionary channel with 45 deg angled ribs at different ratios of air
inlet temperature to wall temperature. Results measured on the
ribs at the mid-half and upstream end of the channel, with wall
temperatures higher than air temperatures, show that rib-averaged
Nusselt number ratios are about constant~at approximately 5.0!,
and have negligible dependence on the temperature ratio. This is
mostly because the range of temperature ratios employed are close
to 1, which results in negligible changes due to variable property
effects.

Another rib turbulator investigation, described by Ligrani and
Mahmood@6#, provides information on the effects of conduction

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 26,
2002; revision received March 20, 2003. Associate Editor: H. Lee.
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within the ribbed test surface on Nusselt number distributions.
Some of the results presented show that local Nusselt numbers
along the rib top are reduced substantially by three-dimensional
rib conduction. Thurman and Poinsatte@7# employ liquid crystals
to investigate heat transfer in a three-pass serpentine passage with
90 deg ribs and bleed holes. According to the authors, heat trans-
fer enhancements are greater for ribs near bleed holes, compared
to ribs between holes. Surface Nusselt number distributions for
both configurations change as the flow rates are altered through
bleed holes which are located upstream. Cho et al.@8# employ
naphthalene sublimation techniques to measure surface Sherwood
numbers in square passages with 10 different rib configurations.
Significantly different vortex structures are produced by parallel
rib arrays, crossed rib arrays, and rib arrays with gaps, which
result in important changes to local and spatially-averaged Sher-
wood number ratios, and friction factor ratios.

The present experimental study is conducted using a large-scale
test section, without rotation, so that detailed, spatially resolved
surface heat transfer coefficients and friction factors can be mea-
sured. Of particular interest are the effects of variable properties,
and the ratio of fluid inlet stagnation temperature to local surface
temperature, on local Nusselt numbers, spatially averaged Nusselt
numbers, globally-averaged friction factors, and thermal perfor-
mance parameters. A single-pass channel with aspect ratio of 4 is
employed, which models internal cooling passages employed near
the mid-chord and trailing edge regions of turbine airfoils used in
gas turbine engines for utility power generation. The ribs are
placed so that they are perpendicular to each other on the two
widest, opposite walls of the channel with 45 deg angles with
respect to the streamwise flow direction. Data are measured with
Reynolds number based on channel height ReH varying from
10,300 to 83,700, and magnitudes of the temperature ratioToi /Tw
varying from 0.66 to 0.93. Because no similar investigation of
heat transfer and friction factors in a channel with rib turbulators
is available in the literature, the results given in the present paper
are new and unique. Although these results are directly applicable

to internal cooling of turbine airfoils, they also have application to
other devices, including components employed for cooling of
electronic devices, bio-medical devices, combustion chamber lin-
ers, and heat exchanges.

Experimental Apparatus and Procedures
The overall experimental apparatus~but not the test section! is

similar to the one described by Mahmood and Ligrani@9# and
Ligrani et al. @10#. A brief description of this apparatus is also
presented here.

Channel and Test Surface for Heat Transfer Measurements.
A schematic of the facility used for heat transfer measurements is
shown in Fig. 1. The air used within the facility is circulated in a
closed-loop. One of three circuits is employed, depending upon
the Reynolds number and flow rate requirements in the test sec-
tion. In each case, the air mass flow rate from the test section is
measured~upstream of whichever blower is employed! using an
ASME standard orifice plate and Validyne M10 digital pressure
manometer. The blower then exits into a series of two plenums
~0.9 m square and 0.75 m square!. A Bonneville cross-flow heat
exchanger is located between two of these plenums, and is cooled
with liquid nitrogen at flow rate appropriate to give the desired air
temperature at the exit of the heat exchanger. As the air exits the
heat exchanger, it enters the second plenum, from which the air
passes into a rectangular bell mouth inlet, followed by a honey-
comb, two screens, and a two-dimensional nozzle with a contrac-
tion ratio of 5.6. This nozzle leads to a rectangular cross-section,
411 mm by 103 mm inlet duct which is 1219 mm in length. This
is equivalent to 7.4 hydraulic diameters~where hydraulic diameter
is 164.7 mm!. Two trips are employed on the top and bottom
surfaces of the inlet duct, just upstream of the test section, which
follows with the same cross-section dimensions. It exits to a 0.60
m square plenum, which is followed by two pipes, each contain-
ing an orifice plate, mentioned earlier.

Fig. 1 Schematic diagram of experimental apparatus used for heat transfer
measurements.
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Figure 2 gives the geometric details of the test surface, includ-
ing rib turbulator geometry and the coordinate system employed
for the measurements. A total of 13 ribs or rib segments are used
on the top wall and on the bottom wall of the test section. These
are arranged with 45 deg angles with respect to the streamwise
flow direction, such that the ribs on opposite walls of the channel
are perpendicular to each other. Each rib has 12.8 mm height and
square cross-section. The ratio of rib height to hydraulic diameter
is 0.078, the rib pitch-to-height ratio is 10, and the blockage pro-
vided by the ribs is 25 percent of the channel cross-sectional area.
The top wall of the test section also has two cut-out regions~one
at the upstream end and one at the downstream end! where a
zinc-selenide window can be installed to allow the infrared cam-
era to view a portion of the test surface on the bottom wall. When
this window is not in use, inserts with ribs~which exactly match
the adjacent rib turbulators on the top wall! are used in its place.

All exterior surfaces of the facility~including the nozzle, inlet
duct, and test section! are insulated with Styrofoam (k
50.024 W/mK), or 2 to 3 layers of 2.54 cm thick, Elastomer
Products black neoprene foam insulation (k50.038 W/mK) to
minimize heat transfer to and from the air stream. Calibrated
copper-constantan thermocouples are located between the three
layers of insulation to determine conduction losses. Between the
first layer and the 3.2 mm thick acrylic test surfaces are custom-
made Electrofilm etched-foil heaters~each encapsulated between
two thin layers of Kapton!to provide a constant heat flux bound-
ary condition on the test surface. The acrylic surfaces, which are
adjacent to the airstream, contain 35 copper-constantan thermo-
couples, which are placed within the ribs, within the flat portions
of the test surface between the ribs, and in the smooth side walls.
Each of these thermocouples is located 0.051 cm just below this
surface to provide measurements of local surface temperatures,
after correction for thermal contact resistance and temperature
drop through the 0.051 cm thickness of acrylic. This correction is
determined by measuring surface temperature distributions using
calibrated liquid crystals. Acrylic is chosen because of its low
thermal conductivity (k50.16 W/mK at 20°C! to minimize
streamwise and spanwise conduction along the test surface, and
thus, minimize ‘‘smearing’’ of spatially varying temperature gra-
dients along the test surface. The power to the foil heaters is
controlled and regulated using variac power supply devices. En-
ergy balances, performed on the heated test surface, then allow
determination of local magnitudes of the convective heat flux.

Local Nusselt Number Measurement. The mixed-mean
stagnation temperature of the air entering the test section is mea-
sured using five calibrated copper-constantan thermocouples
spread across the inlet cross-section. To determine this tempera-
ture, thermocouple-measured temperatures are corrected for ther-
mocouple wire conduction losses@11#, channel velocity variations

@12#, as well as for the differences between stagnation and recov-
ery temperature@11#. Magnitudes of the local mixed mean tem-
peratures at different locations though the test section,Tmx , are
then determined using energy balances, and the mixed mean tem-
perature at the inlet of the test section. Because of the way in
which it is measured, this inlet stagnation temperatureToi is also
a mixed mean value, and thus, determined over the cross-sectional
area of the test section inlet. The thermal conductivityk used to
determine local Nusselt numbers is based on this inlet stagnation
temperature,Toi . All measurements used to determine such Nus-
selt numbers are obtained when the test facility is at steady state.

To determine the surface heat flux~used to calculate heat trans-
fer coefficients and local Nusselt numbers!, the convective power
levels provided by the etched foil heaters are divided by flat test
surface areas. Spatially resolved temperature distributions along
the rib turbulator test surface are determined using infrared imag-
ing in conjunction with thermocouples, energy balances, andin
situ calibration procedures. To accomplish this, the infrared radia-
tion emitted by the heated interior surface of the channel is cap-
tured using a VideoTherm 340 Infrared Imaging Camera, which
operates at infrared wave lengths from 8mm to 14mm. Tempera-
tures, measured using the calibrated, copper-constantan thermo-
couples distributed along the test surface adjacent to the flow, are
used to perform thein situ calibrations simultaneously as the ra-
diation contours from surface temperature variations are recorded.

This is accomplished as the camera views the test surface
through a custom-made, zinc-selenide window~which transmits
infrared wave lengths between 6 and 17mm! as mentioned. Frost
build-up on the outside of the window is eliminated using a small
heated air stream. Eleven to thirteen thermocouple junction loca-
tions are usually present in the infrared field viewed by the cam-
era. The exact spatial locations and pixel locations of these ther-
mocouple junctions and the coordinates of a 12.7 cm by 12.7 cm
field of view are known from calibration maps obtained prior to
measurements.

Images from the infrared camera are recorded as 8-bit gray
scale images on commercial videotape using a Panasonic AG-
1960 video recorder. Images are then digitized using NIH Image
v1.60 software, operated on a Power Macintosh 7500 PC com-
puter. Subsequent software is used to convert each of 256 possible
gray scale values to local Nusselt number values at each pixel
location using calibration data. Each individual image covers a
300 pixel by 300 pixel area. Voltages from the thermocouples
~used for measurement of air temperatures andin situ calibration
of infrared images! are acquired using Hewlett-Packard 44422T
data acquisition cards installed in a Hewlett-Packard 3497A data
acquisition control unit, which is controlled by a Hewlett-Packard
A4190A Series computer. Mahmood and Ligrani@9# and Sargent
et al. @13# provide additional details on the infrared imaging and
measurement procedures.

Friction Factor Measurement. Wall static pressures are
measured along the test section simultaneously as the heat transfer
measurements are conducted, using 12 side wall pressure taps,
located 25.4 mm apart near the downstream portion of the test
section. These measurements are made in the test section with rib
turbulators, as well as in a baseline test section with smooth sur-
faces on all four walls. Friction factors are then determined from
streamwise pressure gradient magnitudes. Pressures from the wall
pressure taps are measured using Celesco LCVR pressure trans-
ducers. Signals from these transducers are processed using Cele-
sco CD10D Carrier-Demodulators. Voltages from the Carrier-
Demodulators are acquired using a Hewlett-Packard 44422A data
acquisition card installed in a Hewlett-Packard 3497A data acqui-
sition control unit, which is controlled by a Hewlett-Packard
A4190A Series computer.

Uncertainty Estimates. Uncertainty estimates are based on
95 percent confidence levels, and determined using procedures

Fig. 2 Schematic diagram of the rib turbulator test surface,
including the dimensions and coordinate system.
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described by Kline and McClintock@14# and Moffat@15#. Uncer-
tainty of temperatures measured with thermocouples is 0.15°C.
Spatial and temperature resolutions achieved with the infrared im-
aging are about 0.52 mm and 0.8°C, respectively. This magnitude
of temperature resolution is mostly due to uncertainty in determin-
ing the exact locations of thermocouples with respect to pixel
values used for thein situ calibrations. Local Nusselt number ratio
uncertainty is then about60.13 ~for a ratio of 2.00!, or about
66.5 percent. Reynolds number uncertainty is approximately
61.7 percent for ReH of 10,000.

Experimental Results and Discussion
In the discussion which follows, constant-property refers to

Nusselt numbers measured whenToi /Tw is approximately 1.0,
and density, specific heat, viscosity, and thermal conductivity are
approximately constant throughout the flow in the channel.
Variable-property then refers to Nusselt numbers measured when
significant variations of these properties are present, which occurs
as Toi /Tw becomes less than about 0.9. TheTw value used for
determiningToi /Tw is measured just downstream of a rib located
near the outlet of the test section.

Baseline Nusselt Numbers. Both variable-property and
constant-property baseline Nusselt numbers are measured in a
smooth rectangular test section with smooth walls replacing the
two ribbed test surfaces. Except for the absence of the ribs, all
geometric characteristics of the channel are the same as when the
ribbed test surfaces are installed. These measurements are made in
the downstream portion of the test section, where the channel flow
is hydraulically and thermally fully developed. Average values are
presented, which are determined from measurements made on the
top and bottom walls. Baseline Nuo values are also time-averaged,
and obtained with a constant heat flux boundary condition around
the entire test section~i.e. on all four channel walls!, which is the
same type of thermal boundary condition which is utilized when
ribs are used in the channel.

The variations of the constant-property baseline Nusselt num-
bers Nuo,cp with Reynolds number ReDh are shown in Fig. 3 for
Toi /Tw50.93– 0.94. The values in this figure are in agreement
with the Dittus-Boelter smooth circular tube correlation@16# for
the entire range of Reynolds numbers ReDh shown. These
constant-property baseline Nusselt numbers Nuo,cp , are employed
in the next section to normalize ribbed channel Nusselt numbers.

Figure 4 gives variable property baseline Nuo data~which are
also spatially-averaged!, as dependent upon the ratio of inlet stag-
nation temperature to local surface temperature,Toi /Tw , where

values of this parameter are as low as 0.66. Here, ReDh is approxi-
mately constant for these measurements, and ranges from 29,100
to 34,400. The data are normalized by the constant property base-
line Nusselt number, Nuo,cp , which is determined atToi /Tw
51.0 and ReDh529,100. The present data are well represented by
an equation given by

Nuo /Nuo,cp5~Toi /Tw!n (1)

wheren50.35. Figure 4 also shows Nuo /Nuo,cp variations based
on two correlations given by Kays and Crawford@12#and Sleicher
and Rouse@17# for variable property effects of turbulent gas flows
in circular tubes with heating. Values ofn for these correlations
are 0.5, and approximately 0.4, respectively, which give Nuo val-
ues which decrease relative to Nuo,cp , asToi /Tw decreases. The
present Nuo /Nuo,cp results, correlated using Eq.~1!, are then
qualitatively consistent with the correlations from these two
sources, since they also decrease asToi /Tw decreases. When un-
certainty intervals are considered, the present data are then also in
agreement with the correlations from Refs.@12# and @17#.

Local Nusselt Numbers. Figures 5, 6, and 7 show spatially-
resolved, local Nu/Nuo,cp variations along the test surface, mea-
sured atToi /Tw of 0.93, 0.82, and 0.74, respectively. Here, Nu is
a variable property Nusselt number measured on the rib turbulator
surface, and Nuo,cp is the constant property, baseline Nusselt num-
ber. ReH is approximately constant for these measurements, and
ranges between 18,300 and 27,400. The results are shown over
about two periods of ribbed pattern on the bottom wall of the test
section, and are measured when the zinc-selenide window on the
top wall has no rib turbulators placed upon it. The bulk flow
direction is from bottom to top in each figure, in direction of
increasingX/Dh . Each distribution is time-averaged, determined
from 25 instantaneous data sets measured over a time period of 25
seconds. The Nu/Nuo,cp contour level scale is the same in each of
these three figures, and is included in each figure.

The darker diagonal contour regions in Fig. 5 represent
Nu/Nuo,cp variations on the tops of the ribs. Here, Nu/Nuo,cp val-
ues are highest near the upstream and downstream edges of the rib
top, mostly because of re-initialization of thermal boundary layers
at these locations, a small re-circulation flow zone, and skewing of
the shear layer which forms in the flow near these locations. These
rib-top Nusselt number ratios are then much higher than ones
measured on the flat surfaces between the ribs. Flat surface
Nu/Nuo,cp values are lowest just downstream of the rib at slightly
largerX/Dh values. A region of re-circulating flow, positioned just

Fig. 3 Baseline, constant property Nusselt numbers, mea-
sured with smooth channel surfaces and constant heat flux
boundary condition on all channel surfaces for Toi ÕTw
Ä0.92– 0.94, as dependent upon Reynolds number Re Dh based
on hydraulic diameter.

Fig. 4 Baseline, variable property Nusselt number ratios in a
smooth channel, measured with a constant heat flux boundary
condition on all channel surfaces, as dependent upon tempera-
ture ratio Toi ÕTw .
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downstream of the rib, is responsible for this reduction, mostly
because of reduced advection very near this part of the test sur-
face. Nu/Nuo,cp values then increase continuously asX/Dh in-
creases in this region, and the shear layer~which forms above the
re-circulating flow region! reattaches to the flat test surface. This
trend continues over much of the flat surface, until the flow
reaches locations just upstream of the next rib. Here, local
Nu/Nuo,cp values then decrease slightly asX/Dh increases be-
cause of weak re-circulating flows over a narrow region along the
upstream side of the second rib. This pattern of surface Nu/Nuo,cp
variations then repeats itself along the test surface, as additional
ribs are encountered.

Surface distributions of Nu/Nuo,cp , measured at lower values
of Toi /Tw , are presented in Figs. 6 and 7. Even though overall
qualitative distributions are similar, quantitative magnitudes of
Nu/Nuo,cp increase at many surface locations asToi /Tw de-
creases. Variations are especially apparent on the flat surfaces just
downstream and just upstream of individual ribs. This is due to
local temperature gradients in the re-circulating flows, and the

shear layers that form just above them. Here, efficient mixing
between the hot fluid originating at the wall, and cooler fluid from
the central parts of the channel, gives increased transport levels as
the temperature differences in the fluid become larger. Examina-
tion of the data in Figs. 5–7 reveals that local Nu/Nuo,cp magni-
tudes increase as the temperature ratio decreases from 0.93 to 0.74
at most all flat surface locations. Somewhat different Nusselt
number ratio behavior is then apparent on the ribs themselves,
since local Nu/Nuo,cp variations withToi /Tw at these surface lo-
cations are less significant.

Note that the local Nusselt number data in Figs. 5, 6, and 7 are
normalized using constant property baseline Nusselt numbers,
Nuo,cp , as mentioned. If variable property, baseline Nusselt num-
bers~such as the ones shown in Fig. 4 at each value ofToi /Tw)
are used instead, the differences between the data in these three
figures would be even more substantial on a percentage basis.

The influences of temperature ratio on local Nu/Nuo,cp values
are further illustrated by the results shown in Figs. 8 and 9. These
data are obtained from the results presented in Figs. 5, 6, and 7, as
well as from an additional data set measured at ReH527,400 and
Toi /Tw50.66. The results shown in Fig. 8 show streamwise
variations of Nu/Nuo,cp along a line of constantZ/Dh50.0 ~which
is also the spanwise centerline of the test surface!. Here, X/Dh
56.65 toX/Dh56.77 correspond to surface locations upstream of
the central rib,X/Dh56.77 to X/Dh56.83 correspond to loca-
tions on top of the central rib, andX/Dh56.83 to X/Dh57.13
correspond to locations which are downstream of this rib. In Fig.
9, Nu/Nuo,cp variations in the spanwise direction are presented
along a line of constantX/Dh56.90, also asToi /Tw decreases
from 0.93 to 0.66. In this figure,Z/Dh520.20 to Z/Dh50.15
andZ/Dh50.24 toZ/Dh50.41 correspond to spanwise locations
on the flat surface between ribs.Z/Dh50.15 toZ/Dh50.24 are
then located on top of the central rib. Like the data presented in
Figs. 5–7, the results in Figs. 8 and 9 are obtained at ReH values
between 18,300 and 27,400. Because Nusselt number effects over
this range of Reynolds numbers are very small or completely neg-
ligible ~asToi /Tw is held constant!, the effects of variations of this
parameter can be neglected compared to variations of the tem-
perature ratio,Toi /Tw .

Significant quantitative variations of Nu/Nuo,cp are apparent in
Figs. 8 and 9 as the temperature ratioToi /Tw changes. Increases
at all flat surface locations between the ribs are apparent as the
temperature ratio decreases, especially at locations which are very
close to the ribs. This further illustrates the connection between

Fig. 5 Time-averaged local Nusselt number ratio Nu ÕNuo,cp
distribution along the rib turbulator test surface for Re H
Ä18,300 and Toi ÕTwÄ0.93.

Fig. 6 Time-averaged local Nusselt number ratio Nu ÕNuo,cp
distribution along the rib turbulator test surface for Re H
Ä22,100 and Toi ÕTwÄ0.82. NuÕNuo,cp scale is same as one
shown in Figure 5.

Fig. 7 Time-averaged local Nusselt number ratio Nu ÕNuo,cp
distribution along the rib turbulator test surface for Re H
Ä27,400 and Toi ÕTwÄ0.74. NuÕNuo,cp scale is same as one
shown in Figure 5.
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local flow structure and temperature ratio effects, especially on
surfaces beneath flow re-circulation zones, where local advection
velocities from the forced flow are relatively low, and increased
buoyancy aids convection processes asToi /Tw decreases. Nusselt
number ratios generally decrease with decreasing temperature ra-
tio on tops of the ribs, where Nu/Nuo,cp values range from 4.5 to
as high as 7. Here, the influences of the temperature ratio are
connected to high velocities in the flow near to the rib tops, a
small flow recirculation zone, and to thin, skewed, and newly
initialized thermal boundary layers.

Spatially Averaged Nusselt Numbers. Spatially averaged
Nusselt number ratios,Nu/Nuo,cp , are determined by averaging
local, time-averaged data~such as that shown in Figs. 5, 6, and 7!,
in directions which are oriented perpendicular to and parallel to
the rib direction, as shown in Fig. 10. In this particular case, this
rib is located on the bottom test surface. TheW/Dh coordinate is
then directed perpendicular to such a rib, and theL/Dh coordinate

is oriented in a direction which is parallel to this rib, as shown in
Fig. 10. (W/Dh)max is then the normal pitch of the ribs, or the
spacing between adjacent ribs in a direction normal to the ribs.
The origin of theW/Dh and L/Dh coordinates is positioned at
X/Dh56.53. The area enclosed by (L/Dh)max and (W/Dh)max
then represents one complete period of rib turbulator surface
geometry.

Figures 11 and 12 showNu/Nuo,cp variations forToi /Tw from
0.66 to 0.93. As for the data in the previous figures, ReH ranges
from 18,300 to 27,400, and thus, has little or no effect on the
variations shown. TheNu/Nuo,cp variations in Fig. 11 are aver-
aged in theW/Dh direction, and shown as they vary withL/Dh .
These data are approximately constant withL/Dh at each tem-
perature ratio, which is important because it indicates that the
thermal field is nearly fully developed. When compared at each

Fig. 8 Local Nusselt number ratios Nu ÕNuo,cp as they vary in
the normalized streamwise direction at ZÕDhÄ0.00 for different
temperature ratios Toi ÕTw .

Fig. 9 Local Nusselt number ratios Nu ÕNuo,cp as they vary in
the normalized spanwise direction at XÕDhÄ6.90 for different
temperature ratios Toi ÕTw . Symbols are defined in Figure 8.

Fig. 10 Schematic diagram of a portion of the bottom rib tur-
bulator test surface showing the layout of three ribs and the
local coordinates WÕDh and L ÕDh , which are oriented perpen-
dicular and parallel to the ribs, respectively.

Fig. 11 Spatially-averaged Nusselt number ratios NuÕNuo,cp
determined from averages in the WÕDh direction, as dependent
upon the normalized L ÕDh coordinate, for different values of
Toi ÕTw .
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(L/Dh)/(L/Dh)max location, the Nusselt number ratio data in Fig.
11 also increase asToi /Tw decreases, which is consistent with the
local data discussed in the previous section.

The Nu/Nuo,cp distributions in Fig. 12 are shown as they vary
with (W/Dh)/(W/Dh)max, and are determined by averaging local
data in the L/Dh direction. Here, the locations 0.44
<(W/Dh)/(W/Dh)max<0.54 correspond to top of the central rib.
The results in Fig. 12 thus show thatNu/Nuo,cp values increase
significantly on the flat surfaces, both upstream and downstream
of the rib, asToi /Tw decreases.Nu/Nuo,cp distributions on the rib
top then generally decrease by small amounts as the temperature
ratio Toi /Tw decreases.

Interesting Nusselt number variations are also evident in Fig. 12
at each temperature ratio. For example, theNu/Nuo,cp data at
Toi /Tw50.82 initially increase with (W/Dh)/(W/Dh)max at val-
ues of this parameter less than 0.2, because of the augmented local
mixing associated with shear layer reattachment. Nusselt number
ratios then decrease slightly as (W/Dh)/(W/Dh)max increases fur-
ther. The lowest local values in this region are then positioned just
upstream of the rib~at abscissa values around 0.4!, as a result of
the small re-circulation zones at these locations. Dramatically
higher Nu/Nuo,cp values are then present on the rib itself~at
(W/Dh)/(W/Dh)max from 0.44 to 0.54!, with the highest local
values positioned near the downstream edge. The lowest spatially
averaged Nusselt number ratios are then present just downstream
of the rib at (W/Dh)/(W/Dh)max from 0.54 to 0.80 because of the
effects of flow recirculation at these locations.Nu/Nuo,cp varia-
tions with (W/Dh)/(W/Dh)max at other values ofToi /Tw are then
qualitatively similar to the distribution forToi /Tw50.82.

According to Ligrani and Mahmood@6#, three-dimensional con-
duction ~and variable surface heat flux! along and within the test
surface results in local Nusselt number ratios which are signifi-
cantly lower than constant flux values along the rib top, except
near the edges of rib tops, where variable flux values are slightly
higher. In addition, variable flux Nusselt number ratio decreases
~relative to constant flux values! on the flat regions between the
ribs, near corners where the ribs join the flat surrounding surface.
This last characteristic is important because it means such corners
are potential hot spots, especially when located just downstream
of a rib near the largest flow re-circulation zone.

Globally Averaged Nusselt Numbers and Friction Factors.
Globally-averaged Nusselt numbers are determined from averages
of local data over one complete period of rib turbulator geometry.

As mentioned earlier, this is the rectangular region enclosed by
the lengths (L/Dh)max and (W/Dh)max shown in Fig. 10. Globally-
averaged friction factors are determined from wall static pressure
drop measurements~at the same time as the Nusselt numbers are
measured!along the portion of the test section where the flow is
fully developed. In each case, the variable property Nusselt num-
ber and variable property faction factor values are normalized. In
Figs. 13 and 14, constant property baseline values are employed
for normalization to give Nu%/Nuo,cp , and f / f o,cp , respectively. In
Figs. 15 and 16, constant property rib turbulator measured values
are employed for normalization to give Nu%/Nu%cp , and f / f cp , re-
spectively. In all four cases, the ratios are presented as they are
dependent upon the temperature ratio,Toi /Tw , and are given for
ReH from 10,000 to 83,700, and forToi /Tw from 0.66 to 0.95.

The data in Figs. 13 and 14 are normalized using constant prop-
erty, smooth channel values because this gives ratios which quan-
tify magnitudes of augmentation relative to a smooth channel with
no rib turbulators. The globally averaged Nusselt number ratios in
Fig. 13 then increase from 2.69 to 3.10 asToi /Tw decreases from
0.95 to 0.66~and ReH Reynolds number is approximately constant

Fig. 12 Spatially-averaged Nusselt number ratios NuÕNuo,cp
determined from averages in the L ÕDh direction, as dependent
upon the normalized WÕDh coordinate, for different values of
Toi ÕTw . Symbols are defined in Figure 11.

Fig. 13 Globally-averaged Nusselt number ratios Nu%ÕNuo,cp
for fully developed flow conditions as dependent upon Toi ÕTw
for different Re H .

Fig. 14 Globally-averaged friction factor ratios f Õf o ,cp for fully
developed flow conditions as dependent upon Toi ÕTw for dif-
ferent ranges of the Reynolds number, Re H .
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at 18,300 to 27,400!. This figure also shows that the globally
averaged ratio for ReH510,000 andToi /Tw50.93 has roughly the
same magnitude as data measured at about the same temperature
ratio, but at different Reynolds numbers from 10,000 to 83,700.
As for the data presented in other figures, this further illustrates
the very weak dependence of Nusselt ratios on Reynolds number,
and the strong dependence on temperature ratio. According to
Ligrani and Mahmood@6#, globally-averaged Nusselt number ra-
tios decrease somewhat if three-dimensional conduction in the test
surface is considered, especially for Reynolds numbers~based on
channel height!greater than 60,000.

In contrast to the data in the previous figure, the variable prop-
erty friction factor ratios in Fig. 14 decrease asToi /Tw decreases
from 0.95 to 0.66~and ReH Reynolds number is approximately
constant at 18,300 to 27,400!. This means that the flow and ther-
mal fields have different dependence on variable property/

temperature ratio effects, which is consistent with Kays and Craw-
ford @12#. Figure 14 also shows that the globally-averaged friction
factor ratio for ReH510,000 andToi /Tw50.95 is just lower than
values measured at similar temperature ratios, but at higher Rey-
nolds numbers from 10,000 to 83,700. This indicates that normal-
ized rib turbulator friction factor ratios show only slight Reynolds
number dependence like normalized rib turbulator Nusselt number
ratios.

The data in Figs. 15 and 16 are normalized using constant prop-
erty rib turbulator values because this gives ratios which show the
effects of different temperature ratios and variable properties. The
present globally-averaged Nusselt number ratios in Fig. 15 are
compared to values from a channel with a dimpled bottom wall
and a smooth top wall@9#, and to values from a channel with a
dimpled bottom wall and a top wall with protrusions@18#. Note
that the channel aspect ratio for these latter two cases is 16, com-
pared to 4 for the present study. However, in spite of these differ-
ences, all three data sets presented in Fig. 15 show very similar
dependence upon temperature ratioToi /Tw , and are well repre-
sented by an equation having the form

Nu%/Nu%cp5~Toi /Tw!n (2)

where n520.48. This is important because it means that heat
transfer augmentations in channels with rib turbulators, dimples,
or protrusions increase substantially as the ratio of inlet stagnation
temperature to local surface temperature decreases.

The dependence of friction factor ratiosf / f cp on Toi /Tw is
shown in Fig. 16. These data are also given for Reynolds numbers
ReH from 10,000 to 83,700, and forToi /Tw from 0.66 to 0.95.
These variable property rib turbulator data are well represented
using an equation given by

f / f cp5~Toi /Tw!n (3)

wheren50.17. With this value, the present variable property fric-
tion factor ratios show slightly greater dependence onToi /Tw ,
than given by a correlation for smooth ducts from Ref.@12#
~which is also included in Fig. 16!.

Performance Parameters. The performance parameter,
(Nu%/Nuo,cp)/( f / f o,cp)

1/3, originally given by Gee and Webb@19#,
provides a measure of the amount of heat transfer augmentation
relative to the pressure drop penalty, where each is given for the
same ratio of mass flux in an internal passage with augmentation
devices to mass flux in an internal passage with smooth surfaces.
Figure 17 shows magnitudes of this performance parameter~as
dependent upon the temperature ratioToi /Tw) for the present
ribbed channel, along with values from a channel with a dimpled
bottom wall and a smooth top wall@9#, and values from a channel
with a dimpled bottom wall and a top wall with protrusions@18#.
The present data are obtained from the results presented in Figs.
13 and 14.

For each of these channel configurations, parameters increase
as the temperature ratioToi /Tw decreases~and the Reynolds num-
ber is about constant!with a rate of increase which is roughly the
same. This is a result of complex interactions between instanta-
neous secondary flows produced by the different devices, and the
local temperature gradients in the fluid. According to the data in
Figs. 13, 15, and 17, these interactions result in near-wall, thermal
turbulent transport levels which become larger as the overall tem-
perature gradients and overall temperature differences in the chan-
nel increase.

Also included in Fig. 17 are data from the present rib turbulator
arrangement as the Reynolds number varies, and the temperature
ratio is approximately constant. These results cover a range of
values which are in approximate agreement with the ReH
510,000 andToi /Tw50.93 data point, which indicates low per-
formance parameter dependence on Reynolds number ReH .

The present rib turbulator performance parameters range from
1.73 to 2.03 asToi /Tw decreases from 0.95 to 0.66. Even though

Fig. 15 Ratios of variable-property „globally-averaged … rib-
turbulator Nusselt numbers to constant-property „globally-
averaged… rib turbulator Nusselt numbers Nu%ÕNu%cp as depen-
dent upon the temperature ratio Toi ÕTw , for the present rib
turbulator channel, and other heat transfer augmentation de-
vices †9,18‡.

Fig. 16 Ratios of variable-property, rib turbulator friction fac-
tors to constant-property, rib turbulator friction factors f Õf cp as
dependent upon temperature ratio Toi ÕTw , for the present rib
turbulator channel.
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these values are relatively high, Fig. 17 shows that they are some-
what lower than values measured at the same temperature ratios in
channels with dimples and/or protrusions@9,10,18#. This is mostly
due to the higher form drag and higher friction factors produced
by the ribs, especially the contributions to these quantities by the
flow separation and reattachment zones which are located just
downstream of each rib.

Summary and Conclusions
The present results show the effects of temperature ratio and

variable properties on spatially-resolved Nusselt numbers,
spatially-averaged Nusselt numbers, and global friction factors in
a channel with an aspect ratio of 4, and 45 deg inclined ribs
~relative to the mainstream flow direction! oriented in perpendicu-
lar fashion to each other on two opposite walls. The ribs have
square cross-section,p/e510, e/Dh50.078, and approximately
25 percent blockage of the channel cross-section. The data are
given for values of the temperature ratioToi /Tw from 0.66 to
0.95, and Reynolds numbers ReH from 10,000 to 83,700.

Globally averaged Nusselt numbers, measured in the rib turbu-
lator channel, increase from 2.69 to 3.10 as the temperature ratio
Toi /Tw decreases from 0.95 to 0.66~provided Reynolds number
ReH is approximately constant, and values are normalized by
baseline, constant property Nusselt numbers to give Nu%/Nuo,cp).
Friction factor ratiosf / f o,cp then show different dependence on
this temperature ratio, since they decrease asToi /Tw decreases
from 0.95 to 0.66~again with approximately constant ReH). The
dependence of these data on temperature ratio is given by Eqs.~2!
and ~3!, respectively. For the former case, the rib turbulator Nus-
selt number ratios Nu%/Nu%cp show similar dependence onToi /Tw ,
as for data from other sources@9,18# for a channel with a dimpled
bottom wall and a smooth top wall, and a channel with a dimpled
bottom wall and a top wall with protrusions. This means that

overall heat transfer augmentations in channels with rib turbula-
tors, dimples, or protrusions increase, and that friction factor pen-
alties in ribbed channels decrease, as channel temperature differ-
ences and overall temperature gradients become larger~provided
the wall is hotter than the fluid!.

These globally averaged variations in the ribbed channel are
mostly a result of local Nusselt number ratio increases at all flat
surface locations between the ribs as the temperature ratioToi /Tw
decreases. These variations are especially apparent on the flat sur-
faces just upstream and just downstream of individual ribs. For
the latter, this is due to the flow separation and reattachment zones
located just downstream of each rib, and the local temperature
gradients which develop in these flows. Local Nu/Nuo,cp distribu-
tions on the rib tops are then much higher than ones measured on
the flat surfaces between the ribs, and generally decrease as the
temperature ratioToi /Tw decreases.

Thermal performance parameters (Nu%/Nuo,cp)/( f / f o,cp)
1/3 in-

crease at about the same rate as the temperature ratioToi /Tw
decreases for the present ribbed channel, as well as for the chan-
nels with dimples and/or protrusions~again provided that the Rey-
nolds number is about constant!. Of these arrangements, the rib
turbulator values are slightly lower because of higher form drag
and higher friction factors.
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Nomenclature

a 5 streamwise extent of test surface
AR 5 channel aspect ratio

b 5 spanwise extent of test surface
Dh 5 channel hydraulic diameter

e 5 rib turbulator width
e8 5 rib turbulator width in the streamwise direction

f 5 friction factor
f o 5 baseline friction factor in a smooth channel with no rib

turbulators
H 5 channel height
k 5 thermal conductivity
L 5 local coordinate in direction parallel to ribs

Nu 5 local Nusselt number,q̇o9Dh /k(Tw2Tmx)
Nuo 5 baseline Nusselt number in a smooth channel with no

rib turbulators
p 5 streamwise pitch spacing of rib turbulators

Pr 5 molecular Prandtl number
q̇o9 5 surface heat flux

ReH 5 Reynolds number based on channel height
ReDh 5 Reynolds number based on hydraulic diameter

T 5 local static temperature
W 5 local coordinate in direction normal to ribs
X 5 streamwise coordinate measured from the test section

inlet
Z 5 spanwise coordinate measured from the test surface

centerline

Subscripts

cp 5 constant property value
max 5 maximum value

mx 5 local mixed-mean value
o 5 baseline value

oi 5 total or stagnation value at the test section inlet
w 5 local wall value

Fig. 17 Rib turbulator channel thermal performance param-
eters as dependent upon Toi ÕTw for Re H from 10,000 to 83,700,
including comparisons with thermal performance parameter
magnitudes produced by other heat transfer augmentation de-
vices †9,18‡.
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Superscripts

2 5 value spatially-averaged along a line either parallel or
perpendicular to the rib direction

5 5 globally-averaged value
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Direct Numerical Simulation
of Turbulent Separated Flow
and Heat Transfer Over a Blunt
Flat Plate
Three-dimensional simulation of turbulent separated and reattached flow and heat trans-
fer over a blunt flat plate is presented. The Reynolds number analyzed is 5000. The
vortices shed from the reattachment flow region exhibit a hairpin-like structure. These
large-scale vortex structures greatly influence the heat transfer in the reattachment re-
gion. Present results are compared with the previous three-dimensional calculations at
low Reynolds number and it is found that there is no essential difference between two
results with respect to the flow structure. The reattachment length is about five plate
thicknesses, which is nearly equal to the previous experimental ones. The velocity distri-
butions and turbulence intensities are in good agreement with the experimental data.
Further, it is clarified that Nusselt number and temperature distributions greatly depend
upon the Reynolds number, though their characteristic behaviors are qualitatively well
simulated. @DOI: 10.1115/1.1597623#

Keywords: Computational, Heat Transfer, Reattachment, Separated, Turbulent

Introduction
There have been many studies on the turbulent flow and heat

transfer in a separated and reattached flow over a blunt flat plate
@1–10#. However, influences of the vortex structure on the detail
of heat transfer mechanism are not fully clarified yet. This may
be due to the facts that experiments with high reliability are
very difficult since the flow is complicated as accompanying the
reverse flow, shedding of the large-scale vortices, and strong
unsteadiness, though a blunt flat plate is a simple geometrical
configuration.

In the previous flow visualization studies at low Reynolds num-
ber @11–13#, it is reported that the transition to turbulence by the
instability of separated shear layer occurs downstream of the sepa-
ration point and the reattachment length is almost constant when
the Reynolds number based on the plate thickness and inlet uni-
form flow velocity becomes greater than about 700. From these
points of view, the present authors performed a two-dimensional
simulation of the turbulent flow and heat transfer at Reynolds
number 1000, and they clarified the correlation between the large-
scale vortex and heat transfer@14,15#. However, the three-
dimensional flow structure is not treated by the two-dimensional
calculation and the turbulence quantities are overestimated since
the spanwise variations of vorticities are neglected. The three-
dimensional simulation at the same Reynolds number was con-
tinuously conducted and it is found that the three-dimensional
flow structure accompanying the hairpin-like vortex greatly influ-
ences the heat transfer mechanism@16#. However, the reattach-
ment length predicted is larger than the previous experimental
data at high Reynolds number, and accordingly, distributions of
the velocity and turbulence intensity deviate from the experimen-
tal ones. Comparisons of the temperature profiles are not made
since there is no experimental study at low Reynolds number, and
subsequently influences of the Reynolds number on the tempera-
ture field are not fully investigated yet.

The purpose of the present study is to numerically predict the

turbulent separated and reattached flow and heat transfer over a
blunt flat plate with three-dimensional calculations at high Rey-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
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Fig. 1 Flow configuration and coordinate system

Fig. 2 Variation of reattachment length with Reynolds number
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nolds number and to investigate influences of the Reynolds num-
ber upon the velocity and temperature fields as compared with
experimental results.

Fundamental Equations and Numerical Procedures
Figure 1 represents the flow configuration, coordinate system

and main physical parameters. A blunt flat plate of thicknessH is
located in a uniform flow. Fundamental equations analyzed in the
following are the continuity, momentum and energy for a three-
dimensional unsteady flow of incompressible viscous fluid with
constant properties.

¹•u* 50 (1)

ut* 1~u* •¹!u* 52¹p* 1
1

Re
¹2u* (2)

u t* 1~u* •¹!u* 5
1

Re Pr
¹2u* (3)

where the superscript* denotes nondimensional quantities, and
space coordinatesx, fluid velocityu, pressurep and temperatureu
are nondimensionalized byx* 5x/H, u* 5u/U` , p* 5p/rU`

2 ,
andu* 5l(u2u`)/(qwH), respectively.

The numerical method employed in the present study is almost
the same as our previous ones@14,17#. That is, the finite difference
forms of these equations are obtained by the Crank-Nicholson
method for the time differentials. The fifth-order upwind differ-
ence is applied for the convection terms in order to make clear the
dynamics of vortices@18#, the fourth-order central difference for
the diffusion terms, and the second order central difference for
other space differentials, respectively. Since high order upwind
schemes are dissipative, the central difference schemes are pre-
ferred in DNS@18,19#. However, the oscillations occurred around
the leading edge of blunt flat plate when the second order central
difference method was used. Accordingly, the fifth-order upwind
scheme is used in the present study. The Lagrange polynomial is
used to obtain coefficients in the difference forms so that the

Fig. 3 Isosurface of curvature of equi-pressure surface at TÄ120 „a… side view; „b… top view
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present numerical method can be applied to nonuniform grid sys-
tems. Resulting finite difference equations are solved using the
SMAC method@20#.

The boundary conditions are as follows. As for the velocity, the
uniform velocity profile at the inlet and the no-slip condition on
the plate surface are assumed. At the outlet, the zero gradient is
used. The influence of the separated shear layers on the upper and
lower surfaces of plate propagates to the upstream and their weak
interaction may be predicted. However, the symmetry on the
x-axis upstream of the leading edge is assumed in the present
study similarly to the previous numerical ones@8–10,16,17#, since
the time averaged flow filed is found to be symmetric as to the
x-axis in the experimental study@7#. Some detailed discussions
have been made on such symmetry condition by Tafti and Vanka
@8#. On the upper boundary of the computational region, zero
velocity in the y-direction and zero gradient for other velocity
components are presumed because its boundary is very far from
the plate. As for the temperature, it is assumed to be uniform at
the inlet, and the plate surface is heated under a uniform heat flux,
though the leading edge of the plate is adiabatic. The second de-
rivative is assumed zero at the outlet and the symmetric condition
on thex-axis upstream of the plate is used similarly to the veloc-
ity. On the upper boundary, zero gradient is presumed. The span-
wise space between vortex structures formed is found to be about
3H;4H at low Reynolds number by the flow visualization study
@13#, and about 2.5H;3.5H at high Reynolds number@21#. Ac-
cordingly, the periodic boundary condition is employed in the
spanwise direction.

The computational region extends from210H to 30H in the
x-direction,20.5H to 9.5H in the y-direction and 0 to 4H in the
z-direction, respectively.

The computational grids of 193397, 2463123 and 2693146
for two-dimensional calculation at Reynolds number Re51000
was used in the previous study@15# and reasonable results were
obtained by the grid number of 2463123. Three-dimensional cal-

culation was performed at the same Reynolds number using the
grid number of 2463123341@16# and the results were in quali-
tatively good agreement with the previous experimental ones at
high Reynolds number. As for the investigation at higher Rey-
nolds number than the present study, Tamura et al.@22# performed
flow calculations over a rectangular cylinder at Re5104 using the
grid number of 1,600,000 and their results agree well with the
experimental ones. Considering these previous studies, the com-
putational grid of 2463123341 generated by the orthogonal co-
ordinates with non-uniform spacing is used in the present study.

The numerical calculations are performed on the flow at Rey-
nolds number Re55000 and Prandtl number Pr50.7. The numeri-
cal calculation at higher Reynolds number was made preliminar-
ily. However, the calculation did not succeed by the numerical
instability. Therefore, we conducted the simulation at Re55000,
which is lower than experimental ones@1,2,5,7#. However, it is

Fig. 4 Isosurface of second invariant of velocity gradient at TÄ240

Fig. 5 Velocity fluctuations along separated shear layer at
zÕHÄ2 „TÄ240…
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considered that the essential characteristics of the turbulent sepa-
rated and reattached flow are well simulated. The sampling of
results is performed after the flow becomes statistically stationary.
The sampling time and size are 360H/U` and 2.883106 for the
mean quantities, respectively. The mean quantities are obtained by
averaging both in time and in the spanwise direction. The sam-
pling frequency of velocity, pressure, and temperature fluctuations
is 100Ù /H, which corresponds to nearly 820 times of vortex
shedding frequency 0.12U` /H in the present study. The sampling
time is 360H/U` and the sampling size is 36,000 for these instan-
taneous data. In the following, the starting time of sampling is
presented asT50.

Numerical Results and Discussion
Figure 2 shows a variation of the time averaged reattachment

length with Reynolds number comparing with the previous experi-
mental @4–7# and numerical results@9,16#. BR in the figure de-
notes the blockage ratio. In the present study,XR is defined as a
streamwise distance from the leading edge to a location of zero
time averaged friction coefficient. The present result is about
4.9H, which is in good agreement with experimental results at
high Reynolds number. In the previous flow visualization studies
@11–13#, it is reported that the reattachment length is nearly con-
stant, about 5H, when the Reynolds number is greater than about
700. On the other hand,XR is 7H in our previous numerical study
at Re51000@16# and 6.36H in the numerical one by Tafti and
Vanka@9#, and they are different from the flow visualization data.
This may be due to the fact that the free stream turbulence is not
considered in the numerical calculations.

It is observed from the flow visualization results@11–13# that
the present Reynolds number is included in the turbulent flow
regime, thus the three-dimensional vortex structure exists in the
flow. Figure 3 presents the isosurface of curvature of equi-
pressure surface atT5120 in order to visualize the vortex struc-
tures. This method is well suitable for visualizing of the vortex
tube as shown in the previous study@17#. The separated shear

layer is two-dimensional immediately after the separation. It be-
comes unstable and wavy to the downstream, and rolls up into the
spanwise vortex. This two-dimensional vortex breaks down up-
stream of the reattachment point and the flow in the recirculation
region is three-dimensional atx/H.2. The streamwise vortices
are generated upstream and downstream of the reattachment point.
The isosurface of second invariant of velocity gradient atT
5240 is shown in Fig. 4. It is very clear that the large-scale
hairpin-like vortices exist downstream of the reattachment point.
Such the hairpin-like vortex is observed by the flow visualization
study @13# and also the previous numerical analyses@10,16#. The
spanwise size of this large-scale vortex is found to be about 2H,
which is in good agreement with the LES result of Suksangpa-
nomrung et al.@10#. There is no essential difference of flow struc-
ture except for the rolling up of the separated shear layer as com-
pared with the previous numerical result at Re51000 @16#.

Figure 5 shows the velocity fluctuations along the separated
shear layer forz/H52.0 atT5240 in order to find the transition
point of the separated shear layer. As shown in Fig. 4, it is found
that the transition to turbulent flow occurs aroundx/H51 in
which the velocity fluctuations become very large. At the transi-
tion point, the spanwise velocity fluctuation rapidly varies and
therefore the instability of separated shear layer may be attributed
to the three-dimensional flow just downstream of the separation
point inside the recirculation region. Three-dimensionality of flow
is clearly presented as shown later in Fig. 8. The streamwise fluc-
tuation reaches 100% of uniform velocity in the separated shear
layer and the spanwise fluctuation of about 50% is observed.
Therefore, it is found that three-dimensionality of the flow is very
severe.

The velocity vectors and temperature distributions in they-z
plane at the same timeT5240 are presented in Fig. 6. The
streamwise points ofx/H54 and 6 locate inside the recirculation
region and downstream of the reattachment point, respectively.
From the results of velocity vectors atx/H54, the relatively small
streamwise vortices generated by the breakdown of spanwise vor-

Fig. 6 Velocity vectors „„a… and „c…… and temperature contours „„b… and „d…… at TÄ240
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tex exist at several spanwise points. These streamwise vortices
that exist upstream of the reattachment point increase the heat
transfer near the wall and Nusselt number attains a maximum
aroundx/H54 as shown later in Fig. 9. Atx/H56 downstream
of the reattachment point, the structure of the hairpin-like vortex
becomes further clear and the vortex pair rotating in reverse di-
rection exists aroundz/H52. It is found from the temperature
distribution that the fluid mass heated on the wall is entrained into
the free stream by this vortex structure. Following the above de-
scriptions and previous numerical results at Re51000, it is con-
firmed that the correlation between the large-scale vortex and heat
transfer is, in essence, independent of the Reynolds number and
accordingly there is no essential variation of flow structure be-
tween Re51000 and 5000.

The separated shear layer rolls up and grows into the spanwise
vortex. This spanwise vortex becomes unstable and wavy, and
subsequently breaks down in the reattachment region. These phe-
nomena are periodically observed. This shedding of the large-
scale vortex is investigated by examining the fluctuation of veloc-
ity. Figure 7~a!presents the power spectrum ofx-component of
velocity fluctuation just outside the separated shear layer down-
stream of the reattachment point. The fluctuating energy is domi-
nant around f 50.6U` /XR , which exhibits the shedding fre-
quency of the large-scale vortex from the reattachment flow
region and this value is in good agreement with the previous ex-
perimental results off 5(0.6;0.7)U` /XR @4–7#. The power
spectrum ofz-component of velocity fluctuation near the leading
edge is shown in Fig. 7~b!. The peak exists aroundf
50.16Ù /XR and its frequency is lower than the vortex shedding
one. This exhibits the low frequency flapping which is observed in
the previous experimental and numerical works@5–7,9,10,23#.
Figure 8 shows the velocity vectors in thex2y andy2z planes at
T5240. The fluid mass is entrained upstream by the rolling ofFig. 7 Power spectrum „a… x -component velocity outside the

separated shear layer and „b… z-component one near the lead-
ing edge

Fig. 8 Velocity vectors „a… xÀy plane at zÕHÄ2 „b… yÀz plane at x ÕHÄ1 „TÄ240…
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Fig. 9 „a… Correlation of Nusselt number at reattachment point
with Reynolds number; „b… Time averaged and rms values of
Nusselt number.

Fig. 10 x -component mean velocity „s; Ota—Kon „Re
Ä23400…, n; Kiya—Sasaki „ReÄ26000…, h; Djilali—Gartshore
„ReÄ50000…, ; Present „ReÄ5000……

Fig. 11 Turbulence intensities of x and y -components of ve-
locity fluctuation „s; Ota—Narita „ReÄ24000…, n; Kiya—Sasaki
„ReÄ26000…, h; Djilali—Gartshore „ReÄ50,000…, ; Present
„ReÄ5000……

Fig. 12 Reynolds shear stress „s; Ota—Narita „ReÄ24000…, n;
Kiya—Sasaki „ReÄ26000…, ; Present „ReÄ5000……

Fig. 13 Mean temperature „s; Ota—Kon „ReÄ23400…, ;
Present „ReÄ5000……
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separated shear layer. The cross-stream and spanwise velocities
are generated in the neighborhood of the separation because of the
three-dimensional flow in the recirculation region near the wall
and the separated shear layer is locally entrained into the free
stream. The low frequency motion may partly be due to such the
three-dimensional phenomena near the separation as mentioned
by Tafti and Vanka@9#. It is observed in Fig. 5 that the spanwise
velocity around the transition point is relatively large. However,
the further investigation is necessary in order to make clear the
mechanism of the low frequency motion.

It is reasonable to consider that the large-scale vortices have
great effects upon the heat transfer in the reattachment region. The
correlation of Nusselt number at the reattachment point, NuR ,
with Reynolds number is shown in Fig. 9~a!. Ota and Kon@1,24#
proposed a correlation formula of NuR based on their experimen-
tal data. It is found that the discrepancy between two experimental
data of NuR increases at low Reynolds number though the experi-
mental procedures are almost the same. The present result is in
good agreement with the correlation proposed by Ota and Kon
@24#. Figure 9~b!shows distributions of the time averaged Nusselt
number Nu and the rms value Nurms as compared with the experi-
mental data@1,24#. Nu and Nurms are normalized by NuR. The
flow in the recirculation region is turbulent because of the transi-
tion of separated shear layer. Therefore, Nu rapidly increases in
the downstream of the transition point and reaches a maximum

aroundx/H54 upstream the reattachment point. Its location is
nearly consistent with the maximum point of Nurms. Such the
tendency is similar to that at Re51000. Difference of Nusselt
number between two experimental studies is very large in the
neighborhood of the leading edge. Ota and Kon@24# have re-
ported that this may be due to the sizes of copper electrode, which
are different from each other. Furthermore, there exists the free
stream turbulence in the experiment, and the transition of sepa-
rated shear layer occurs more upstream than that of the numerical
simulation. When the rolling of separated shear layer is generated
upstream, the heat transfer increases just after the separation. Ac-
cordingly, it may be reasonable that the discrepancy between the
numerical and experimental data around the leading edge is due to
the uncertainty of the experimental data and to the free stream
turbulence.

Figure 10 compares thex-component of time averaged velocity
with previous experimental results@1,5,7#. The data by Kiya and
Sasaki@5# show values at 0.5% downstream of the streamwise
location indicated in the figure. The present results are in good
agreement with experimental ones. The strong reverse flow exists
in the recirculation region and its velocity becomes 0.35U` at
x/H53.0. Figures 11 and 12 show distributions of the turbulence
intensities ofx and y-components of velocity, and the Reynolds
shear stress, respectively. There is much scatter in the experimen-

Fig. 14 Mean temperature and turbulence intensity of tem-
perature fluctuation

Fig. 15 x and y -components of turbulent heat flux

Fig. 16 Ratio of two components of turbulent heat flux
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tal results@2,5,7#. It may partly be attributed to some difference of
the experimental condition and measuring method. Ota and co-
workers@1,2# used Pitot probes and hot-wires for the mean veloc-
ity and turbulence intensities, respectively. Kiya and Sasaki@5#
measured data by split-film sensors. Djilali and Gartshore@7# used
hot-wire and pulsed-wire probes, and they report that hot-wire
data is reasonable when the local turbulence intensity is below
20%. Though there exists such scatter, it may be concluded that
the present numerical results are in reasonably good agreement
with the experimental ones. However, the fluctuating components
at x/H51 are underpredicted. The transition of the separated
shear layer in all the experimental studies occurs more upstream
than the present numerical simulation since the Reynolds number
in the experimental studies is higher than the present one. Accord-
ingly, this discrepancy is partly due to the difference of Reynolds
number. In the previous numerical simulations@10#, the results are
found to be in good agreement with experimental data at Re
550,000.

Distributions of the time averaged temperature are compared
with the measured ones@1# in Fig. 13. The present result is larger
than the experimental ones especially near the plate surface. Such
a discrepancy is mainly due to the difference of Reynolds number
and also the uncertainty in the experiment as shown in Fig. 9. The
temperature becomes maximum around just outside of the sepa-
rated shear layer in the upstream location. The present results
exhibit qualitatively a similar behavior to that of the experimental
data.

As previously described in the above, the present numerical
results agree well with experimental ones at higher Reynolds
number for the velocity field. However, there are large differences
for the temperature distribution. The numerical results at Re
51000 and 5000 and experimental ones are compared for the time
averaged temperature and rms values at the reattachment point in
Fig. 14. The numerical results clearly approach the experimental
one@1,3# with an increase of Reynolds number. Accordingly, it is
clearly indicated that the dependency of temperature field upon
Reynolds number is large, which is different from the velocity
field.

The x andy-components of turbulent heat flux are presented in
Fig. 15. The peak of two components exists in the separated shear
layer upstream of the reattachment point as showing the active
heat transfer between the recirculation region and free stream.
This peak value decreases to the downstream and a new peak
appears near the plate surface. Figure 16 presents the ratio of two
components of the turbulent heat flux. The streamwise turbulent
heat flux is greater than the transversal one and its ratio is very
high near the wall. Ota and Kon@25# reported the similar results
in their experimental study. The streamwise turbulent heat flux
exhibits great effects upon the turbulent heat transfer in the flow
accompanying the separation and reattachment. The present re-
sults may be useful in establishing a turbulence model with high
reliability for the turbulent heat transfer in the separated and reat-
tached flow.

Concluding Remarks
Three-dimensional direct numerical calculations of the turbu-

lent separated and reattached flow and heat transfer over a blunt
flat plate are carried out at Re55000 and Pr50.7. It is found that
the present numerical scheme simulates very well the complicated
flow and heat transfer characteristics in the separated and reat-
tached flow. The main results obtained are as follows.

1! It is clarified that the hairpin-like vortex exists similarly
to the result at Reynolds number 1000 and there is no
essential variation with the Reynolds number in the flow
structure.

2! The shedding frequency of hairpin-like vortex from the
reattachment flow region is about 0.6U` /XR , which is in
good agreement with the previous experimental results.

The low frequency flapping, which is caused by the three-
dimensional flow near the separation, is also observed.

3! The time averaged reattachment length is 4.9H, which
agrees well with the experimental data at high Reynolds
number as compared with the result at Re51000. Further,
distributions of the velocity and turbulence intensity are in
good agreement with the experimental results.

4! The dependency of temperature field upon Reynolds num-
ber is large as compared with the velocity field.
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Nomenclature

Eq( f )5 power spectrum ofq
f 5 frequency of power spectrum

H 5 plate thickness
Nu 5 Nusselt number5aH/l

p 5 pressure
Pr 5 Prandtl number
qw 5 heat flux per unit area and unit time
Re 5 Reynolds number5U`H/n

t 5 time
T 5 non-dimensional sampling time
u 5 velocity vector (u,v,w)

U` 5 velocity of upstream uniform flow
x 5 coordinates (x,y,z)

XR 5 time averaged reattachment length
a 5 heat transfer coefficient5qw /(uw2u`)
u 5 temperature
l 5 thermal conductivity
n 5 kinematic viscosity
r 5 density

tw 5 wall friction stress

Subscript

rms 5 root mean square
w 5 wall
` 5 upstream uniform flow

Superscript

¯ 5 time averaged
8 5 fluctuation
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The potential for enhanced air-side heat transfer in HVAC&R applications has been
investigated using combined spanwise and streamwise vorticity. Spanwise vortices were
created using an offset-strip fin array, and streamwise vortices were introduced into the
flow using delta-wing vortex generators. Mass transfer measurements, obtained using the
naphthalene sublimation technique, were used to quantify the heat transfer characteristics
of a baseline and enhanced array, and these results were compared to flow visualization
and particle image velocimetry measurements of the instantaneous velocity fields. Signifi-
cant enhancement was observed over portions of the Reynolds number range tested
(400<Re<3700), and a transitional Reynolds number range was identified within which
the spanwise and streamwise vortices act to decrease the heat transfer performance of the
array. @DOI: 10.1115/1.1597616#
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Introduction
Heat transfer enhancement is important in many end-use energy

applications, especially in HVAC&R systems which typically use
‘‘air-side limited’’ heat exchangers. As such, several techniques
for enhancing the heat transfer coefficient have been developed.
Two techniques for enhancement are the use of highly interrupted
fins, and flow manipulators known as vortex generators~VGs!.

Interrupted fins cause boundary layer restarting and can cause
periodic spanwise shedding, each of which has been shown to
significantly increase the heat transfer coefficient@1–3#. The
mechanisms for heat transfer enhancement and the onset of span-
wise vortex shedding for flows through interrupted-surfaces and
communicating channels have been studied in detail@4–6#. Vortex
generators add streamwise vortices to the flow field, and local heat
transfer enhancements of up to 150 percent, with average en-
hancements of 20 percent to 50 percent, have been measured
downstream of vortex generators on a flat plate@7#. The potential
for additional enhancements from the combination of these tech-
niques is suggested by detailed experiments on vorticity in shear
layers @8,9#. Within these shear layers, counter-rotating stream-
wise vortex pairs exist in the braid region between the dominant
spanwise Brown–Roshko rollers. The locations where the stream-
wise vortices wrap around the spanwise vortices are regions of
very high mixing of freestream fluid within the shear layer. To our
knowledge, no studies of the heat transfer effect associated with
combined spanwise and streamwise vortices have been reported in
the literature. Moreover, no clear guidelines exist for the place-
ment of vortex generators in interrupted-fin geometries with re-
spect to heat transfer enhancement.

The purpose of this research is to contribute a fundamental
understanding of the enhancement capability of combined span-
wise and streamwise vortices in offset strip-fin arrays. In order to
reduce the extensive parameter space of this problem, we consider
the simple case of delta-wing VGs and a Reynolds number range
typical to the motivating application in HVAC&R. The concept
developed in this research is thus termed the vortex-enhanced in-
terrupted fin~VEIF!.

The offset-strip geometry was chosen because it is easy to
implement and represents a commercial interrupted-fin heat ex-

changer. Vortex shedding characteristics within the offset-strip ar-
ray vary depending on Reynolds number and geometry, allowing
for great flexibility in designing an optimum VEIF. In addition,
extensive research concerning offset-strip arrays has been
performed, allowing for a comparison of the results to extant
data@1,2,10–12#.

Delta-wings have been selected as the VGs because they have
been shown to be highly effective with respect to heat transfer
enhancement per unit VG area@13#. Unfortunately, inducing
streamwise vortices in this flow to enhance heat transfer will be
accompanied by an increase in pressure drop@14#. However, since
a substantial pressure loss is incurred by the use of offset-strip
arrays@15#, delta-wings can be chosen as the vortex generators in
order to maximize the heat transfer enhancement without a large
impact on the total pressure loss in the combined system. Further-
more, Gentry and Jacobi@7# have performed an extensive inves-
tigation characterizing the delta-wing VG on flat plates, with an
emphasis on understanding the relationship between flow struc-
ture and heat transfer. The results of Gentry and Jacobi’s work
provide a basis for selecting delta-wing parameters~i.e., angle of
attack, span, etc.!for desired heat transfer behavior.

Experimental Equipment and Methods
Flow visualization using dye-in-water experiments was per-

formed to determine qualitative flow features. Full-field velocity
data were also obtained, using particle image velocimetry~PIV!.
Heat transfer data are presented for comparison to the PIV and
flow visualization results. The heat transfer data were obtained
using the naphthalene sublimation technique@16#. Due to space
limitations, only a brief description of the experimental methods
and facilities is given; however, a complete description of appa-
ratus and procedures has been provided by Smotrys et al.@17#.

Flow Facilities and Arrays. Flow visualizations and PIV
measurements were obtained using a recirculating water tunnel.
The water tunnel test section has a free-surface flow, and dimen-
sions of 15.24 cm wide by 15.24 cm high by 45.72 cm long; it
was constructed from 1.27 cm thick Plexiglas. A Plexiglas end
wall permits optical access from the downstream direction. The
water tunnel has a nearly uniform mean velocity distribution
~61–2 percent!and relatively low freestream turbulence~;1 per-
cent! in the test section.
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Mass transfer measurements were obtained using an open-loop
induction wind tunnel. The wind tunnel test section, also con-
structed from 1.27 cm thick Plexiglas, has a cross-sectional area
of 15.24 cm by 15.24 cm, and a length of 30.48 cm. A variable-
speed blower is used to control the freestream velocity, which has
a range of 0.1 to 10 m/s. Calibrated platinum RTDs were placed in
the inlet of the wind tunnel and 9 cm downstream of the test array
to measure air temperature. The wind tunnel test section has a
nearly uniform mean velocity distribution~61–2 percent!and
low freestream turbulence~;1 percent!.

The model offset-strip fin array has a 15.24 cm by 15.24 cm
cross-section, and a length of 20.32 cm~Fig. 1!. In order to simu-
late a wide range of approach velocities and array sizes, and to
provide a fundamental understanding of the VEIF’s potential to
enhance air-side heat transfer in common HVAC&R applications,
this model was tested over a broad Reynolds number range,
400<Re<3700. The Reynolds number was based on a length
scale ofDh539.5 mm, whereDh is the hydraulic diameter, and
the characteristic velocity was the core velocity through the
array,Uc .

Two 3.18 mm thick Plexiglas base plates hold forty-eight 2.54
cm long~L! aluminum fins in the water tunnel array, while the fins
are placed into a removable test section for wind tunnel measure-
ments. The fins have a thickness oft53.18 mm and a spacing of
S52.54 cm for geometric symmetry~i.e., S5L). For the PIV
experiments, three Plexiglas fins were inserted into the array to
allow laser light to pass unobstructed through the array. The re-
maining aluminum fins were anodized black to reduce reflection
of laser light. For mass transfer measurements, carbon steel fins
were fabricated with shallow cavities machined on one side, to be
filled with naphthalene. The remaining fins were uncoated.

The conventional hydraulic diameter for both fin arrays isDh
539.5 mm. Although a simplified, symmetric array is adopted for
this work, there are still numerous length scales relevant to the
flow ~e.g.,S, t, andL, if the flow is two-dimensional!. With geo-
metric similarity and Reynolds number matching to provide dy-
namic similarity, the water and air flows are equivalent.

The VGs are of the delta-wing type, with a span ofb
52.54 cm, a chord length ofc52.54 cm, an aspect ratio ofL
52b/c52, a thickness of 0.25 mm, and an angle-of-attack of
b525 deg; see Fig. 1. Two arrays are compared in this study: a
baseline array~with no VGs!and a Two-VG enhanced array. The
Two-VG enhanced array uses two metal delta-wing VGs attached
to each of the leading fins of the baseline array~Fig. 1!. The wings
are attached to the fins using double-sided tape.

Naphthalene Sublimation. The naphthalene sublimation
technique@16# was used to measure mass transfer within the test
arrays at several fin locations. Using the well-known heat and
mass transfer analogy, the mass transfer results provide a quanti-
tative evaluation of the heat transfer characteristics of the baseline
and Two-VG arrays. Thus, these experiments provide a measure
of heat transfer performance. The naphthalene-coated fins were
prepared by pouring molten scintillation-grade naphthalene into
the machined cavity of a carbon steel fin. After solidification,
excess naphthalene above the fin edges was removed and the sur-
faces were polished with fine-grit sandpaper. The naphthalene
specimens were placed in the center columns of the test arrays
with the naphthalene-coated sides directed towards the center
channel, or directed outward if the fin lies on the middle column;
see Fig. 2. The remaining fins in the arrays were made from
aluminum.

The coated specimens were weighed before being placed into
the arrays. The arrays were then inserted into the wind tunnel, and
exposed continuously for 90 to 120 minutes for each Reynolds
number. Flow was exhausted outside the laboratory to avoid
freestream naphthalene contamination. Upstream and downstream
RTDs recorded the temperature every five seconds during the run,
and room atmospheric pressure and relative humidity were re-
corded at the beginning, middle, and end of the wind tunnel runs.
The arrays were then removed, and the coated fins were once
again weighed. The data reduction equations for the Reynolds
number and Sherwood number are as given by DeJong and Jacobi
@2#. The uncertainties in reduced data were determined by propa-
gating all measurement uncertainties using standard methods as
described by Kline and McClintock@18#. The resulting uncertain-
ties at the 95 percent confidence level are 3.2 percent for Reynolds
number and 5 percent for Sherwood number.

Flow Visualization. Flow visualization experiments were
conducted by injecting neutrally buoyant dye through a stainless
steel micro-tube~1.27 mm OD, 0.84 mm ID! and into the water
tunnel. For a baseline experiment, dye was injected to impinge on
the leading fin between channels 5 and 6~see Fig. 1 for channel-
numbering scheme!. For the VG-enhanced case, dye impinged at
the apex of the VG. The characteristic velocity for this study was
the maximum core velocity through the array (Uc), corresponding
to the volumetric flow rate divided by the minimum free-flow
area. The minimum free-flow area is taken on a plane through a
single row of fins. For the flow visualization experiments, the
freestream~approach!velocity was measured by injecting a dye
droplet into the water and measuring the time it took for the drop-
let to traverse a given distance. The core velocity was then deter-
mined using continuity.

Particle Image Velocimetry. A TSI PowerView Stereoscopic
PIV system was used for acquisition and analysis of the instanta-

Fig. 1 Geometry and nomenclature for the „a… offset-strip fin
array and „b… Two-VG enhanced fins. SÄLÄbÄcÄ2.54 cm, t
Ä3.175 mm, LÄ2, and bÄ25 deg.

Fig. 2 Placement of cast fins for naphthalene sublimation
experiments

Journal of Heat Transfer OCTOBER 2003, Vol. 125 Õ 789

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



neous velocity fields. The PowerView system consists of a Laser
Pulse Synchronizer, PIVCAM 13-8 cross-correlation camera
~1280~H! by 1024~V! pixels!, Insight Stereo PIV v3.3 software,
and a Dell Precision 410 workstation with two Pentium III 600
MHz processors and 512 MB of RAM. Laser illumination was
provided by a Continuum double-pulsed Surelite III PIV Nd:YAG
laser.

The water flow was seeded using a neutrally buoyant solution
of silver-coated hollow glass spheres and Kodak Photo-Flo 200
solution. The spheres had a true particle density of 1.6 g/cc, and a
diameter range of 10–30mm, with a mean diameter of 15mm.
The Photo-Flo solution reduced particle agglomeration. The par-
ticles were illuminated with a 30 mJ laser sheet. The laser beam
was steered from the laser by a series of 45 deg, 532 nm mirrors
into a Laser Mechanisms articulated laser light arm~Fig. 3!, with
a series of light sheet-forming optics at its end. A 700 mm plano-
convex spherical lens,225 mm plano-concave cylindrical lens,
and a 300 mm plano-convex cylindrical lens were used to form a
light sheet with a maximum thickness of 1 mm, and width of 4
cm. For measurements of streamwise-transverse velocity~span-
wise vorticity, vZ), the light sheet was directed into the water
tunnel through the Plexiglas endwall~Fig. 3!, entering the array at
fin 8 ~see fin-numbering scheme in Fig. 1!. For spanwise-
transverse velocity measurements~streamwise vorticity,vX), the
sheet was directed through the test section sidewall.

PIV images were acquired by capturing 100 image pairs
~frames ‘‘a’’ and ‘‘b’’ ! for each Reynolds number and location.
For the side view, the flow through the whole array was captured
two fins at a time, including the flow immediately upstream and
downstream of the fin array. In the end view, the dimensionless
position, X* , specifies the location of image capture;X* is de-
fined as the ratio of the distance from the entrance of the array~X!
to fin length~L!. The light sheet was placed at severalX* loca-
tions, as indicated in Fig. 4.

Interrogation consisted of a two-frame cross-correlation analy-
sis performed using an FFT algorithm with a Gaussian peak-
searching routine. For the current study, 32332 pixel windows
with an overlap of 50 percent were used for the majority of the
end-view image processing, and for all of the side-view process-

ing. For end-view images in which the tracer particle seeding was
poor, or the light sheet did not adequately illuminate the full field
of view, a window size of 64364 pixels with an overlap of 75
percent was required. In all cases, the Nyquist sampling criterion
was satisfied. For a detailed listing of PIV interrogation param-
eters ~i.e., laser pulse timing, aspect ratio, etc.! for the various
configurations and Reynolds numbers investigated, the reader is
referred to Smotrys et al.@17#. The side-view images typically
contained around 2400 vectors, and the end-view images con-
tained about 1500. The number of interpolated vectors in a given
image ranged between 0.07 percent to 3.9 percent.

The particle displacement error in PIV measurements has been
found to be approximately 10 percent of the particle image diam-
eter,dt @19#. The particle image diameter is defined as:

dt5A~M•dp!
21~2.44•f#

•~M1 1!•l!2 (1)

whereM is the magnification,dp is the true particle diameter,f # is
the f-number, andl is the wavelength of the laser light. For the
present study,dt512.3mm for the side-view images (M50.16,
f #58), anddt511.5mm for the end-view images (M50.11, f #

58). The maximum velocity observed in the side-view images
corresponds to a displacement of 180mm. The uncertainty in this
case is therefore 6.8 percent for the side-view experiments. Simi-
larly, the end-view experiments have a maximum displacement of
600 mm, and an uncertainty of 1.9 percent.

Results and Discussion

Heat Transfer Enhancement. The heat transfer enhancement
of the Two-VG array is summarized in Fig. 5. The enhancement
was calculated by normalizing the average Sherwood number for
the Two-VG array with the average Sherwood number for the
baseline array. The averages were based on the measurements
made at seven test fins, as seen in Fig. 2. At Re<1000, Fig. 5
shows an increase in Sherwood-number enhancement with in-
creasing Reynolds number for the Two-VG array. As the Reynolds
number increases beyond Re51000, however, the Sherwood num-
ber enhancement begins to diminish until Re'1600, at which
point a slight heat transfer degradation is manifest. A further in-
crease in the Reynolds number results in a return to enhanced heat
transfer, increasing with increasing Reynolds number, similar to
the behavior below Re51000.

Also shown in Fig. 5 are results for an ancillary experiment
with a Four-VG array. The geometry of the Four-VG array is
identical to the Two-VG array, except for the addition of two VGs
per leading fin oriented with an angle of attack opposite to the
existing VGs—that is, each fin has two sets of two VGs at both
positive and negative attack angles at the same spanwise position

Fig. 3 Experimental setup for side-view PIV measurements

Fig. 4 X* locations for end-view PIV images „X*ÄXÕL … Fig. 5 Seven-fin average Sherwood number enhancement

790 Õ Vol. 125, OCTOBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



on the fin. The Four-VG data are provided to confirm the heat
transfer enhancement trends for the Two-VG array, which are
larger than our conservative estimate of Sherwood number uncer-
tainty. The Four-VG case exhibits the same trends but with a
larger magnitude.

Flow Visualization. Flow visualization results for the base-
line and Two-VG arrays are given in Figs. 6 and 7, respectively.
At Reynolds numbers below 1280, the flow is laminar throughout
the array. Figure 6~a!shows oscillatory flow developing immedi-
ately behind the trailing fins of the baseline array at Re51280.
Within a relatively narrow Reynolds number range, the flow os-
cillations prevalent at Re51280 lead to clearly observable span-
wise vortex shedding from fin 3, as demonstrated by Fig. 6~b! at
Re51330. By Re51480, periodic spanwise shedding occurs at the
first fin in the array, and the flow is well mixed by about fin 6~see
Fig. 6~c!!.

The Two-VG array flow visualizations~Fig. 7! show results
differing slightly from the baseline array. Similar to the baseline
array, the flow is laminar up to Re51280. However, by Re51365,
only weak oscillations are evident at fin 7, instead of spanwise
shedding at fin 3 as observed for the baseline array at Re51330.
Further, Fig. 7~c!shows that spanwise vortices begin shedding at
fin 1 for the Two-VG array by Re51430. Despite the differences
in the onset of spanwise oscillations, both arrays show a very
narrow Reynolds number range between incipient wake unsteadi-
ness and spanwise shedding at the leading fin.

Streamwise vortices were present at all Reynolds numbers in
the Two-VG array. The presence of streamwise vortices in Fig. 7
is evidenced by the dye streak located approximately half a chan-
nel height above the middle-column fins. The dye streak is a side-
view image of two sets of two spiraling, counter-rotating vortices
generated at the VGs. From the flow visualizations for the base-
line and Two-VG arrays, it is clear that no spanwise oscillations
occur in either array below Re51000. Therefore, the Sherwood
number enhancement shown in Fig. 5 over this range is clearly the
result of the streamwise vortices. The streamwise vortices effec-
tively thin the thermal boundary layer on the fins, and comple-
ment the boundary layer restarting that naturally occurs within
offset-strip arrays.

The flow visualizations indicate that spanwise oscillations, and
eventually vortices, develop within the range 1280<Re<1480 for
the baseline array. The Two-VG array, however, showed only
weak oscillations at Re51365 but achieved spanwise vortex shed-
ding at fin 1 by Re51430. The development of spanwise oscilla-
tions in the baseline and Two-VG arrays corresponds to the region
of decreasing enhancement seen in Fig. 5. Although dye-streak
visualization does not conclusively elucidate the underlying fluid
mechanics, it does suggest a destructive interaction between the
spanwise and streamwise vortices in the range of
1280<Re<1430. These interactions are apparent through the re-
duced spanwise oscillations observed in the Two-VG array as
compared to the baseline array at these Reynolds numbers and
also from the naphthalene sublimation data of Fig. 5.

The onset of spanwise vortex shedding throughout the Two-VG
array at Re'1365 takes place two-thirds of the way into the heat
transfer decrement region shown in Fig. 5~1000<Re<1600!. Vi-
sualizations near Re51430 ~Fig. 7~c!! show spanwise vortices
shed from the fins in the middle column, beginning at fin 1. At
lower Reynolds numbers, spanwise vortices do not extend in the
transverse direction to the location of the streamwise vortices,
which are indicated by the streamwise dye-streak near the middle
of the channel. However, as Reynolds number approaches Re
51430 in the Two-VG array, the dye-streak begins to thicken as
the spanwise structures push away from the fin surfaces and into
the streamwise vortices. This thickening indicates increased
spanwise-streamwise interaction which leads to further heat trans-
fer decrement. The heat transfer data of Fig. 5 support this hy-
pothesis, since decreasing enhancement is shown below Re
51600. As the streamwise dye streak moves downstream in Fig.

7~c!, it begins to lose coherence at fin 5, as indicated by the sharp,
upward bulge of the dye-streak over this fin. The remainder of the
dye-streak downstream of fin 5 begins to oscillate transversely in
phase with the spanwise vortices. At higher Reynolds numbers,
the destruction of the streamwise vortex moves upstream to fin 3.

Velocity Measurements. For further insight into the heat
transfer data, PIV measurements were obtained. Instantaneous and
averaged velocity magnitude contours were developed for both
the baseline and Two-VG arrays. In the PIV images to be pre-
sented, black rectangular boxes indicate the areas where fins are
located in the flow field.

In Fig. 8 an instantaneous vector field is shown for the baseline
array at Re51050 in which the meanU-component~streamwise!
velocity has been subtracted from each vector to more clearly
show shear layer instabilities. Several vortices can be seen rolling
up from each side of the trailing fin~fin 7!. The presence of shear
layer instabilities at Re51050 for the baseline array was not de-
tected in the flow visualization results, due to the limited resolu-
tion of the dye-streak method. Flow visualization showed the first
signs of spanwise oscillations at Re51280, which did not explain
why the heat transfer enhancement due to streamwise vorticity
began decreasing after Re51000. However, the flow visualiza-
tions did show that the onset of spanwise oscillations coincided
with decreased heat transfer enhancement for the Two-VG array.
Therefore, it is proposed that the heat transfer enhancement begins
to decrease after Re51000 because spanwise shear layer instabili-
ties begin in the back of the array, and interfere destructively with
the streamwise vortices generated by the VGs.

The characterization of the baseline and Two-VG arrays with
PIV further demonstrates the nature of the spanwise-streamwise
vortex interactions over the intermediate Reynolds number range,
1000<Re<1600. Figure 9 shows instantaneous velocity-
magnitude contours~U and V components!for the baseline and
Two-VG arrays at Re51330. The images were obtained for loca-
tions at fins 5 and 6. The baseline array clearly shows spanwise
oscillations in the gap between fins 5 and 7. The oscillations wash
against the leading edge of fin 7 and along its top and bottom
surfaces, enhancing heat transfer. The Two-VG array lacks these
oscillations, and instead experiences a velocity deficit in channel 6
as compared to channel 5, due to the presence of the streamwise
vortices.

Flow visualization showed a very narrow range between the
first appearance of spanwise oscillations at Re51280 and span-
wise vortex shedding from fin 1 at Re51480 for the baseline array
~Fig. 6!. A narrower transitional range~1365<Re<1430!was
shown for the Two-VG array~Fig. 7!. The PIV measurements for
the Two-VG array at these Reynolds numbers provide additional
insight. For example, an interesting comparison can be made be-
tween Re51330 and Re51365. At Re51330 in the baseline array,
spanwise vortex shedding began at fin 3. Spanwise vortex shed-
ding in the Two-VG array did not occur until Re51365~fin 7!. A
comparison of these two Reynolds numbers highlights flow field
differences between the two arrays that affect vortex shedding
characteristics.

Figure 10 shows spanwise-transverse velocity measurements
for Re51330 and Re51365 atX* 58 ~exit of array! for the
Two-VG array. The gold triangles located above part~a! indicate
the spanwise location of the VGs in channel 6 of the Two-VG
array, but do not reflect the transverse location, since the VGs are
actually mounted on the middle fin in the end-views at the en-
trance to the array~i.e., fin 1!. The size of the triangles reflects the
relative size of the VGs with respect to channel 6.

While the spanwise-transverse flow at the exit of the array for
both Re51330 and 1365 is unsteady, a comparison of these flows
shows a substantial change in the velocity magnitude between
these two Reynolds numbers. Two large ‘‘pockets’’ of high-
velocity ~V-W component!flow exist at Re51365 at locations that
correspond to the VG placement. In fact, the width of the pockets
is approximately equal to the base dimension of the VGs. The
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Fig. 6 Flow visualization of the baseline array for the various
flow regimes: „a… Trailing fins at ReÄ1280; „b… ReÄ1330; and „c…
ReÄ1480.

Fig. 7 Flow visualizations for the Two-VG array for the various
flow regimes: „a… Trailing fins at ReÄ1280; „b… Trailing fins at
ReÄ1365; and „c… ReÄ1430.

Fig. 8 Instantaneous vector field for baseline array at Re
Ä1050, downstream. The vector-field mean U-component ve-
locity has been subtracted from each vector to show shear
layer instabilities.

Fig. 9 Instantaneous velocity magnitude for „a… baseline array
and „b… Two-VG array at ReÄ1330, fins 5 and 6

Fig. 10 Two-VG array instantaneous velocity magnitude for „a…
ReÄ1330 and „b… ReÄ1365 at X*Ä8
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velocity magnitude is approximately four times greater within
these pockets than at any point in the flow at Re51330. The
increase in V-W velocity over the fins coincides with the onset of
spanwise oscillations near fin 7 in the Two-VG array. The V-W
velocity decrement at Re51330 must therefore contribute to the
delay in spanwise vortex shedding seen in the flow visualizations
for the Two-VG array~Figs. 6 and 7!, and the decrease in heat
transfer enhancement seen in Fig. 5.

Another fundamental difference in flow behavior between the
two Reynolds numbers in Fig. 10 is the direction of flow behind
the VGs. For instance, at Re51330, the strength of the streamwise
vortices at the array exit is such that the counter-rotating vortices
are barely discernible. In addition, the flow field has some large
areas of low velocity magnitude flow~blue contours!. These areas
indicate a dominance of the streamwise component of the velocity
~U!, or nearly stagnating V-W component flow. In contrast, the
counter-rotating vortices at Re51365 are distinguishable by the
large vectors located within the high-velocity pockets. Interest-
ingly, the counter-rotating vortices at Re51365 from the two VGs
are out-of-phase with each other. This effect is clearly unsteady,
most likely due to interactions of the streamwise vortices with the
spanwise vortices. It is important to note that the images in Fig. 10
are representative of the 100-image ensemble-average at each re-
spective Reynolds number. The behavior of the streamwise flow
shown in Fig. 10, when contrasted to the heat transfer and flow
visualization data, clearly supports the assertion that streamwise
vortices destructively interfere with the spanwise oscillations
within the transitional Reynolds number range. These interactions
delay the onset of spanwise vortex shedding in the Two-VG array
as compared to the baseline array, as indicated by the flow visu-
alizations of Figs. 6 and 7.

An analysis of the spanwise-transverse PIV measurements also
shows that the flow at the exit of the Two-VG array tends to be
unsteady in the transitional Reynolds number range at which
spanwise oscillations first begin. Unsteadiness at the array exit
begins as early as Re5880, and the location of the onset moves
forward to X* 56 at Re51365. The only exception to the un-
steady behavior occurs at Re51525, for which a steady flow per-
sists throughout the array.

The unsteadiness observed at the exit of the Two-VG array for
the transitional Reynolds numbers might be due to the sudden area
expansion in the wake region. At Re51525, streamwise vortices
appear to achieve dominance over the spanwise vortices. This
Reynolds number corresponds to the region in Fig. 5 in which
heat transfer enhancement returns. The steady flow behavior iden-
tified by the spanwise-transverse velocity measurements at Re
51525 suggests that as the strength of the streamwise vortices
continues to increase with increasing Re and the spanwise vortices
weaken, the heat transfer enhancement begins to return. Previous
studies of offset-strip arrays without VGs have indicated the
breakdown of spanwise vortices into a chaotic, unsteady flow at
sufficiently high Reynolds numbers@1,2,10–12#, thus limiting fur-
ther heat transfer enhancement by regular vortex shedding. Flow
visualizations~not presented here! confirm this behavior past Re
51525 for the baseline array under investigation. The unsteady
flow that follows at higher Reynolds numbers for the VEIF array
clearly shows an increasing heat transfer enhancement; see Fig. 5.
Thus, the addition of streamwise vortices to a flow in the post-
transitional Reynolds number range offers enhancement capability
through higher streamwise circulation.

Conclusions
The implementation of the VEIF into an offset-strip fin array

has demonstrated promising enhancements from combined span-
wise and streamwise vortices for conditions typical to HVAC&R
applications. The enhancement was evaluated by comparing heat
transfer characteristics of a baseline and Two-VG enhanced array,
and by obtaining flow visualizations and PIV measurements for
the two arrays. The Two-VG array showed significant enhance-

ment at Re,1000, and Re.1600. Although these flow regimes
have different flow behavior, they exhibit similar heat transfer
behavior. The addition of streamwise vortices to each flow regime
offers increased mixing with the freestream flow, and thus in-
creased heat transfer. This behavior was evidenced by an earlier
transition to spanwise vortex shedding at fin 1 in the Two-VG
array than in the baseline array.

The transitional Reynolds number regime, 1000<Re<1600, is
the least promising in terms of heat transfer enhancement for the
Two-VG array, but shows interesting spanwise-streamwise vortex
interactions. Small-scale spanwise shear layer instabilities de-
tected at Re51050 using PIV correlate to the sudden decrease in
heat transfer enhancement in the Two-VG array. As the spanwise
oscillations grow with Reynolds number in the transitional range,
the heat transfer enhancement in the Two-VG array decreases.
Flow visualizations and PIV measurements both showed a reduc-
tion of spanwise oscillations in the Two-VG array in the transi-
tional Reynolds number regime as compared to the baseline array,
thus indicating a destructive interaction of spanwise and stream-
wise structures.

Furthermore, a narrow Reynolds number range~1280
<Re<1480!was identified for the baseline array in which span-
wise vortices shedding at the exit of the array move forward to the
entrance. A narrower range~1365<Re<1430!was found for the
Two-VG array. Spanwise-transverse PIV measurements of the
Two-VG array at the exit showed a fundamental difference in the
flow behavior at Re51330~baseline array sees shedding at fin 3!
and Re51365~Two-VG array sees shedding at fin 7!. The flow at
Re51365 in the enhanced array showed the existence of strong,
unsteady streamwise vortices as compared to Re51330. The ve-
locity magnitude difference between these Reynolds numbers for
the V-W components was approximately 400 percent. Thus, the
assertion that destructive interactions are the cause of lowered
heat transfer in the transitional Reynolds number range for the
Two-VG array is well supported.

While only relatively small heat transfer enhancements were
realized in this initial attempt at configuring a VEIF, the work
supports the idea that spanwise and streamwise vorticity can be
coupled in HVAC&R applications to realize additional enhance-
ments. Although these studies were geometrically limited, the fo-
cus on flow features and heat transfer response to mixed spanwise
and streamwise vortices provides findings of general value. Future
investigations can be guided by this effort to achieve a more
promising VEIF. A variation of the number and placement of VGs
implemented could lead to additional enhancements. Pressure
measurements to determine total pressure loss resulting from in-
clusion of the VGs, as well as a frequency analysis of the
spanwise-streamwise structures, would be beneficial to future
efforts.

Nomenclature

English Symbols

AC 5 minimum free-flow area of the test array
Atotal 5 total surface area of the test array

b 5 vortex generator base dimension
c 5 vortex generator chord length

dt 5 particle image diameter
dp 5 true particle diameter

DAB 5 binary mass diffusion coefficient
Dh 5 hydraulic diameter,Dh5(4•AC•LC)/Atotal52•(S2t)

•L/(L1t)
f # 5 lens f-number

hm 5 convection mass transfer coefficient
L 5 fin length

LC 5 length of the test array
M 5 magnification

Re 5 Reynolds number, Re5UC•Dh•n
21

S 5 fin spacing
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Sh 5 Sherwood number, Sh5hm•L•DAB
21

t 5 fin thickness
U 5 streamwise velocity

UC 5 core ~maximum!velocity
V 5 transverse velocity normal to fin surface
W 5 spanwise velocity
X 5 streamwise coordinate or horizontal coordinate for

image evaluation
X* 5 non-dimensional fin location,X* 5X/L

Y 5 transverse coordinate normal to fin surface or vertical
coordinate for image evaluation

Z 5 spanwise coordinate

Greek Symbols

b 5 vortex generator angle of attack
l 5 wavelength of light
L 5 vortex generator aspect ratio,L52b/c
v 5 vorticity

Abbreviations

CCD 5 charge coupled device
Nd:YAG 5 neodymium-yttrium-aluminum-garnet

PIV 5 particle image velocimetry
RTD 5 resistance temperature detector

VEIF 5 vortex-enhanced interrupted fin
VG 5 vortex generator
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Transition in Homogeneously
Heated Inclined Plane Parallel
Shear Flows
The transition of internally heated inclined plane parallel shear flows is examined nu-
merically for the case of finite values of the Prandtl number Pr. We show that as the
strength of the homogeneously distributed heat source is increased the basic flow loses
stability to two-dimensional perturbations of the transverse roll type in a Hopf bifurcation
for the vertical orientation of the fluid layer, whereas perturbations of the longitudinal roll
type are most dangerous for a wide range of the value of the angle of inclination. In the
case of the horizontal inclination transverse roll and longitudinal roll perturbations share
the responsibility for the prime instability. Following the linear stability analysis for the
general inclination of the fluid layer our attention is focused on a numerical study of the
finite amplitude secondary travelling-wave solutions (TW) that develop from the pertur-
bations of the transverse roll type for the vertical inclination of the fluid layer. The
stability of the secondary TW against three-dimensional perturbations is also examined
and our study shows that for Pr50.71 the secondary instability sets in as a quasi-periodic
mode, while for Pr57 it is phase-locked to the secondary TW. The present study comple-
ments and extends the recent study by Nagata and Generalis (2002) in the case of vertical
inclination for Pr50. @DOI: 10.1115/1.1599370#

Keywords: Channel Flow, Heat Transfer, Secondary, Shear Flows, Stability

1 Introduction
Theoretical investigations aided by the advance of powerful

hardware and parallel experimental studies of the stability of
plane parallel shear flows have provided significant insights in
identifying the mechanisms of instability and transition from lami-
nar to turbulent fluid flow. Parallel shear flows include the well
studied plane Couette flow, plane Poiseuille flow and natural con-
vection. Another example of parallel shear flow which has re-
cently attracted attention@1–5#, because of its importance in in-
dustrial and environmental applications, is the homogeneously
heated fluid flow. There are several ways in which such a heat
source may be produced. Studies of convection in the earth’s
mantle or in the atmosphere and in nuclear safety engineering for
predicting the behavior of the nuclear reactor core cooling are
some of the applications of the present work1. Although the fluid
used in these investigations has nonzero values of the Pr number,
the case of the vanishing limit of the Prandtl number was studied
by Nagata and Generalis~2002! @6# in order to extract only the
fluid dynamic instability mechanisms.

In @6# the nonlinear stability analysis of shear flows in a vertical
channel with or without the imposition of a constant pressure
gradient was presented for Pr50. There, it was shown that the
secondary equilibrium states bifurcate supercritically or subcriti-
cally, depending on the value of the applied constant pressure
gradient. The stability analysis on the secondary flow has indi-
cated that the tertiary flow is made up of two frequencies~quasi-
periodic!irrespective to the applied pressure gradient. The present

work complements and extends the work of@6# to the more real-
istic case of nonzero Prandtl number. However, in the present
study a vanishing pressure gradient is assumed.

In the following section we formulate the problem and in sec-
tion 3 we investigate the linear stability of our basic steady state
numerically by the Chebyshev collocation point method, for vari-
ous values of the angle of inclination and the Prandtl number. The
linear analysis shows that the basic state loses stability to pertur-
bations of the transverse roll type at much lower values of the
Grashof number than to perturbations of the longitudinal roll type
for values of the angle of inclination close or equal to 90 deg
~vertical orientation!. We proceed in section 4 to calculate the
two-dimensional nonlinear travelling-wave equilibrium states and
investigate the stability of this secondary flow in section 5. Finally
in section 6, we discuss the conclusions of this work.

2 Formulation of the Problem
We consider incompressible plane parallel convective flow in-

duced by an internal heat source. The fluid layer is bounded be-
tween two parallel plates of infinite extent at an anglex with
respect to the horizontal plane. The origin of our cartesian coor-
dinatesx* , y* , andz* with corresponding unit vectorsî, ĵ , and
k̂ is positioned in the midplane of the layer as shown in Fig. 1.
Following @6# we apply the Boussinesq approximation and useh,
h2/n and qh2/(2kGr), where Gr5(ggqh5)/(2n2k) is the
Grashof number, as the units of length, time and temperature,
respectively, to obtain the following nondimensional Navier-
Stokes equations for the velocityu and the temperatureT mea-
sured from the environment~h is the half width of the fluid layer,
n is the kinematic viscosity,q is the volume strength of the heat
source that generates the basic flow,k is the thermal diffusivity,g
is the acceleration due to gravity, andg is the coefficient of ther-
mal expansion!:

]

]t
u1u•¹u52¹p1~ k̂ cosx1 î sinx!T1¹2u, (2.1)

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 14,
2002; revision received May 16, 2003. Associate Editor: P. S. Ayyaswamy.

1For the experiments conducted in@5# a 20% in weight aqueous solution of ZnCl2
was used. We note here that according to a recent study@7# for a 20% weight ZnCl2
at 25°C, Pr58.7, while at 40°C the corresponding value is Pr56.08.

2The term Hopf bifurcation usually refers to the crossing of the imaginary axis by
two complex conjugate eigenvalues. In the context of the present work, however, the
term Hopf bifurcation is used when only one complex eigenvalue is active in the
bifurcation process. This terminology has been used before and has been accepted in
the literature@6,10,11#.

3A similar behavior was found in@9# and @12#.
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]

]t
T1u•¹T5Pr21~¹2T12Gr!, (2.2)

¹•u50, (2.3)

where Pr5n/k is the Prandtl number. The two plates are kept at
the same environment temperature so thatT is equal to zero at the
boundaries. The assumption of the Boussinesq approximation en-
sures that the density is regarded as constant except for the buoy-
ancy term. Terms that can be written as gradients have been com-
bined into the expression for¹p. The boundary conditions are

u50, T50, at z561. (2.4)

The basic solution of Eqs.~2.1!–~2.3! consists of a basic velocity
profile u05U0(z) î and a basic temperature distributionT0(z) of
the form,

U0~z!5~Gr sinx/12!~z426z215!, (2.5)

T0~z!5Gr~12z2!. (2.6)

In order to obtain secondary solutions we separate the velocity
deviationsû from U0(z) î and the temperature deviationsu from
T0(z) into average partsŬ(z,t)[ ū̂ andT̆(z,t)[ū and residualsŭ
and ŭ, respectively:

û5Ŭ~z,t ! î1ŭ (2.7)

u5T̆~z,t !1 ŭ (2.8)

where the average, indicated by an the overbar, is obtained by
applying the operator ((ab/4p2)*0

2p/a*0
2p/bdxdy•)). Further, we

separateŭ into the poloidal and toroidal parts:

ŭ5df1«c5¹3¹3~ k̂f!1¹3~ k̂c!, (2.9)

wherew andc refers to the poloidal and toroidal potentials of the
velocity fluctuations, respectively, satisfyingw̄5c̄50. It is worth
pointing out that the incompressibility condition Eq.~2.3! is sat-
isfied automatically for the decomposition of Eq.~2.9! and can
therefore be eliminated from the rest of the analysis. The total
mean flow and the total mean temperature are given by

Û~z,t !5U0~z!1Ŭ~z,t !, (2.10)

T̂~z,t !5T0~z!1T̆~z,t !. (2.11)

By applying the operatorsd• and«• ~and for simplicity of nota-
tion dropping the ˘ from the temperature fluctuationsŭ hereafter!
we obtain the following set of equations for the poloidal and tor-
oidal parts:

]

]t
¹2D2w2¹4D2w1Û]x¹

2D2w

5]z
2ÛD2]xw1sinx]x]zu2cosxD2u

2d•$~df1«c!•¹~df1«c!%, (2.12)

]

]t
D2c2sinx]yu2¹2D2c5]zÛD2]yw2Û]xD2c

2«•$~df1«c!•¹~df1«c!%,

(2.13)

where D2 is the planform Laplacian. We can now rewrite the
temperature equation as

]

]t
u522Gr~r"k̂ !D2f1D2f]zT̆2Û]xu2~df1«c!•¹u

1Pr21¹2u. (2.14)

The mean flow and the mean temperature,Ŭ(z,t) and T̆(z,t),
satisfy

]z
2Ŭ1T̆ sinx1]zD2f~]x]zf1]yc!5] tŬ, (2.15)

]z
2T̆1Pr]z~D2f!u5Pr] tT̆. (2.16)

For Eq.~2.15!we have considered the average of thex2 compo-
nent of Eq.~2.1! and we additionally applied the fixed pressure
condition ]xp̂50. Eqs.~2.12–2.16!are subject to the homoge-
neous boundary conditions

f5]f/]z5Ŭ5c5T̆5u50 at z561. (2.17)

3 Linear Analysis
Analogs of Squire’s transformations are available@8# for the

present study, reducing the three-dimensional problem to a two-
dimensional one. However, as is shown in@9# the most dangerous
perturbations are not always of transverse roll type, but rather of
the longitudinal roll type, depending on the value of Prandtl num-
ber and the orientation of the fluid layer. Our study in this section
concentrates on examining the stability of our basic flow against
infinitesimal perturbations of the transverse and the longitudinal
roll types for various values of the Prandtl number over the range
0 deg<x<90 deg. For the linear analysis, Eqs.~2.15!–~2.16!are
not involved. We begin our analysis by first considering transverse
roll type perturbations (]y50), neglecting Eq.~2.13!and the non-
linear terms of Eqs.~2.12!, and~2.14!. We set

f5exp$ ia~x2ct!%(
n50

N

anf n~z!,

u5exp$ ia~x2ct!%(
n50

N

bngn~z!,

where f n(z)5(12z2)2Tn(z) and gn(z)5(12z2)Tn(z) with Tn
being the nth order Chebyshev polynomial anda0 , . . . ,aN ,
b0 , . . . bN are unknown complex coefficients. The factors (1
2z2)2 and (12z2) have been introduced in the expansions so that
the boundary conditions forf and u are satisfied automatically.
We employ the Chebyshev collocation point method to obtain an
eigenvalue problem

Ax5sBx, (3.1)

Fig. 1 The geometrical configuration exhibiting the basic sym-
metric velocity profile U* „z* … of the plane-parallel shear flow in
an inclined fluid layer heated internally. The temperature
T* „z* … is measured from the environment.
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wheres52 iac, x5(a0 , . . . ,aN ,b0 , . . . ,bN)T, andA andB are
2(N11)32(N11) complex matrices. The QZ method is utilized
to solve Eq.~3.1! with the use of the NAG subroutine F02GJF.
The real part ofs, s r , defines the rate of damping or amplifica-
tion of the perturbations. The imaginary part ofs, s i
52a Re@c#, associates with the phase velocity Re@c# of the
propagating perturbations in the flow. In order to achieve numeri-
cal accuracy of the results a high enough truncation numberN
must be chosen. It is found thatN>35 is satisfactory.

Figure 2~a!shows the neutral curves in the~a,Gr! plane for
various Prandtl numbers in the case of vertical inclination. The
neutral curves in Fig. 2~a! always correspond to a Hopf2 bifurca-
tion. The neutral curve for the case Pr50 with the critical param-
eters (ac ,Grc)5(1.247,2906.3637) obtained in@6# is included in
the Fig. 2~a!. Note that in the limit Pr→0 Eq.~2.14! with the
homogeneous boundary condition foru gives u[0 so that the
stability problem of Eq.~3.1! becomes purely hydrodynamic as

Fig. 2 „a… The linear neutral curves in the „a,Gr… plane and for
various values of the Prandtl number as indicated; „b… the criti-
cal wavenumber ac as a function of the Prandtl number; and „c…
the critical Grashof number Gr c as a function of the Prandtl
number. xÄ90 deg.

Fig. 3 The critical Grashof number for the primary and the
second closed connected neutral curves for transverse roll
type perturbations. Pr Ä7, bÄ0, and xÉ4.95 deg

Fig. 4 The closed neutral curves for „a… xÉ5.121 deg, „b…
xÉ5.085 deg, and „c… xÉ4.95 deg. PrÄ7. ‹ corresponds to the
value xÉ5.1273 deg.
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discussed in@6#. The critical Grashof number and wavenumber
are given by (ac ,Grc)5(1.2529,2848.0201) for Pr50.71 and
(ac ,Grc)5(1.2548,2799.1968) for Pr57. From Fig. 2~a!it is
seen that thermal effects have a strong influence on the stability of
the basic flow. It is interesting to note that for Pr>70 the neutral
curve consists of two minima with a second minimum developing
towards smaller wavenumbers. We find that the same eigenmode
is responsible for both minima3. As can be seen for Pr5100 in
Fig. 2~a! the absolute minimum~that determines Grc) is associ-
ated with the larger wavenumber. For all values of the Prandtl
number examined the phase velocityc of the transverse roll type
perturbations is positive, which indicates that transverse roll type
perturbations travel opposite to the direction of gravity. Figures
2~b! and 2~c!depict the critical wavenumber and Grashof number,
respectively, as a function of the Prandtl number. From Fig. 2~b!
we see that the critical wavenumberac for 0<Pr<25 is only

slightly different from the critical wavenumber for the purely hy-
drodynamic case Pr50, with ac51.247. For Pr.25 the value of
the critical wavenumber decreases.

Concentrating on Fig. 2~c! we observe that small variations of
the value of Pr in the range 0,Pr<0.1 produce a sizable decrease
in the value of the critical Grashof number Grc from the value
Grc'2906 for Pr50 to Grc'2780 for Pr50.1. For 0.1,Pr,35
we observe that the critical Grashof number is within the range
2780,Grc,2850 and for Pr>35 the value of the critical Grashof
number decreases with Grc'2440 at Pr5100.

For the effect of the inclination anglex on the linear stability
the remainder of the linear analysis concentrates on the case
Pr57. We depict two distinct neutral curves for transverse roll
type disturbances whenx54.95 deg in Fig. 3. We observe that
there exists a closed neutral curve that lies entirely below the

Fig. 5 The critical values of the Grashof number „right scale—
continuous curve … and the wavenumber „left scale—dash-
dotted curve … against the angle of inclination x for transverse
roll type perturbations „bÄ0…. PrÄ7. ‹ corresponds to the value
xÉ5.1273 deg.

Fig. 6 The phase velocity „continuous curve—left scale … and
real part of the leading eigenvalue, s1r , „dashed curve—right
scale… as a function of the Grashof number for the stability
curve of Fig. 5 with xÉ4.95 deg and aÄ1.257, bÄ0, PrÄ7

Fig. 7 The phase velocity „continuous curve—left scale … and
real part of the leading eigenvalue, s1r , „dashed curve—right
scale… as a function of the Grashof number for the second
lower stability curve of Fig. 5 with xÉ4.95 deg and aÄ2.01,
bÄ0, PrÄ7

Fig. 8 The neutral curve after the smooth merger of the two
neutral curves for xÉ0.9 deg and bÄ0 with PrÄ7
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primary neutral curve. In Fig. 4 three typical closed neutral curves
are given in the sequence of values of the inclination anglex. The
closed neutral curve appears at approximatelyx'5.1273 deg
~marked with ^ in Fig. 4! and extends continuously to smaller
values of the angle of inclination.

The dependency of the angle of inclination on the critical
Grashof number and wavenumber is given in Fig. 5. The observed
discontinuity at approximatelyx'5 deg in Fig. 5 is due to the
appearance of the second closed neutral curve~see Fig. 4!with a
much lower critical Grashof number than the one given by the
neutral curve of Fig. 2. As can be seen from Fig. 5 there is little
change in the value ofac for 5 deg<x<90 deg. The phase veloc-
ity Re@c# as well as the growth rate,s r , as a function of the
Grashof number, for the primary neutral curve and for the closed
neutral curve of Fig. 3~with x54.95 deg!are presented in Figs. 6
and 7, respectively. The closed neutral curve exists over a short
range ofx values. It disappears atx'0.9 deg, where the primary
neutral curve and the closed neutral curve merge smoothly as
shown in Fig. 8. There is, therefore, one curve below the value
x'0.9 deg.

In order to study the stability of the basic state with respect to
longitudinal roll type perturbations (]x50) we ignore the nonlin-
ear terms in Eqs.~2.12–2.14!and substitute

f5exp$ iby1st%(
n50

N

anf n~z!,

c5exp$ iby1st%(
n50

N

bngn~z!,

u5exp$ iby1st%(
n50

N

cngn~z!,

into the resulting equations. We then follow the method outlined
above in order to establish the corresponding eigenvalue problem.

In Fig. 9 the critical Grashof number as a function of the angle
of inclination is given for longitudinal roll type perturbations. In
the same figure we have provided the critical Grashof number
given by transverse roll perturbations for comparison. As is evi-
dent from the figure our basic flow becomes unstable to perturba-
tions of the transverse roll type at much lower Gr values than to

perturbations of the longitudinal roll type forx'90 deg, while for
all other values ofx longitudinal roll type perturbations are re-
sponsible for instability. In the horizontal orientation, however,
both longitudinal roll and transverse roll type perturbations share
the same value of the critical Grashof number. In Fig. 10 we show
the dependency of the critical wavenumber on the angle of incli-
nation for longitudinal roll type perturbations. For the entire spec-
trum of x the critical wavenumber,bc , for longitudinal roll type
perturbations~a50! remains almost constant. Finally, for all val-
ues ofx examined the phase velocity of the longitudinal roll type
perturbations is zero.

4 Secondary Equilibrium States

4.1 Numerical Method. In this section concentrating, only
on the case of vertical orientationx590 deg, we calculate the
two-dimensional nonlinear TW equilibrium solutions that evolve
from transverse roll type perturbations at the neutral curves. Here
we ignore the equation for the toroidal part~Eq. ~2.13!! ~c[0!
and the spanwise dependency (]y50). We retain, however, Eqs.
~2.12,2.14!and Eqs.~2.15!–~2.16!

]

]t
¹2D2w2¹4D2w1Û]x¹

2D2w

5]z
2ÛD2]xw1]x]zu2d•$df•¹df%, (4.1)

]

]t
u522Gr~r"k̂ !D2f1D2f]zT̆2Û]xu2df•¹u1Pr21¹2u,

(4.2)

]z
2Ŭ1T̆1]zD2f~]x]zf!5] tŬ, (4.3)

]z
2T̆1Pr]z~D2f!u5Pr] tT̆. (4.4)

We note that in deriving Eq.~4.3! we have applied the constraint
where the vertical pressure gradient is fixed. Eqs.~4.1!–~4.4! are
subject to the homogeneous boundary conditions

f5]f/]z5Ŭ5T̆5u50 at z561. (4.5)

We expandf andu in terms of the set of orthogonal functions

Fig. 9 The critical Grashof number as a function of the angle
of inclination for longitudinal roll type perturbations „aÄ0, con-
tinuous curve … and for transverse roll type perturbations „bÄ0,
dash-dotted disconnected curves …. PrÄ7.

Fig. 10 The critical wavenumber bc as a function of the angle
of inclination x for longitudinal roll type perturbations „aÄ0….
PrÄ7.
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f5 (
m52`,mÞ0

`

(
n50

`

amn exp$ ima~x2ct!% f n~z!, (4.6)

u5 (
m52`,mÞ0

`

(
n50

`

bmn exp$ ima~x2ct!%gn~z! (4.7)

while we write:

Ŭ5 (
n5even

n50

`

Cngn~z!, (4.8)

T̆5 (
n5even

n50

`

Dngn~z!. (4.9)

The factor (12z2) has been introduced in the expansions ofŬ
andT̆, so that the conditions of Eqs.~4.5! are satisfied. The sym-
metry involving f, discussed in@6# for Pr50, does not change
even for the present case with PrÞ0. Foru we impose the reality
condition b2mn5bmn* , where * denotes complex conjugate, as
well as the additional symmetrybmn50 for m1n odd to the
coefficientsbmn . After the expressions~4.6!–~4.9! are substituted
in Eqs.~4.1!–~4.4! the nonlinear secondary equilibrium solutions
are sought numerically with the aid of the Chebyshev collocation
point method and the Newton-Raphson iterative method outlined
in @6#. Supercritical TW solutions have been obtained for a variety
of values of the Grashof number and wavenumber for Pr50.71
and 7.

4.2 Results. As the measure of the numerical convergence
we use the vectorl 2-norm of the secondary equilibrium solutions,
which is defined by

u l 2
au5H (

n50

N

(
m52M ,mÞ0

M

amnamn* J 1/2

(4.10)

for amn with a similar expression foru l 2
bu for bmn . We present the

vector u l 2
au and u l 2

bu for various values ofm, n in Table 1. The
number of unknown coefficients( is also presented there. The
range Gr<3200 is examined for the numerical convergence. The
table shows that a well converged secondary solution is obtained
at N545 andM55 for Gr53200 and Pr57. These two parameter
values are, therefore, retained for the case of Pr57, while for
Pr50.71 the slightly lower valueN537 with M55 is found to be
satisfied.

Although numerical convergence ofu l 2
au and u l 2

bu is not exam-
ined for Gr>3200 in order to visualize the nature of the steady
solutions the disturbance, fluctuating and total flow stream func-
tions, as well as the total temperature are shown for the nonlinear
state ata51.21, Gr523,000, Pr57 in Fig. 11. From Fig. 11~a! we
see that the flow is characterized by a sequence of transverse
vortices aligned along the vertical axis as in@6#. The addition of

the disturbance* Ŭdz to the fluctuating stream function creates a
‘‘snake’’-like wavy motion, meandering between positive and
negative values of the horizontal coordinatez as can be seen in
Fig. 11~b!. This meandering behavior is also present in Fig. 11~c!,
where the total flow is depicted. Similar characteristic for the total
temperature is observed in 11~d!, where the hotter fluid meanders
along the vertical axis in between islands of colder~lighter shade
of the contour!regions. In Fig. 12 we show the distribution of the
total mean flow and temperature for the nonlinear equilibrium
state ofa51.21 for various values of Gr in the case of Pr57. We
confirm that the ‘‘hump’’-like structure observed in Fig. 12 for the
total mean temperature profile is also present in the case of Pr
50.71.

5 Instabilities of the Secondary Flow
We now study the stability of the secondary flow forx590 deg

in order to identify possible bifurcation points for the tertiary flow.
We superimpose three-dimensional infinitesimal perturbationsũ
on the secondary flowÛ î1ŭ in the form,

ũ5df̃1«c̃, (5.1)

and ũ on the temperatureT̂1 ŭ and we seek to evaluate their
growth rates numerically.

5.1 Numerical Method. Applying the Floquet theory, we
set:

f̃5 (
m52`

`

(
n50

`

ãmn exp$ i ~ma1d!~x2ct!1 iby1st% f n~z!,

(5.2)

c̃5 (
m52`

`

(
n50

`

b̃mn exp$ i ~ma1d!~x2ct!1 iby1st%gn~z!,

(5.3)

ũ5 (
m52`

`

(
n50

`

c̃mn exp$ i ~ma1d!~x2ct!1 iby1st%gn~z!,

(5.4)

for the complex perturbationsw̃, c̃, ũ that satisfy the boundary
conditions:

f̃5]f̃/]z5c̃5 ũ50 at z561. (5.5)

In order to derive the equations for the disturbance field$w̃,c̃,ũ%
we follow @6#, arriving at:

]

]t
¹2D2w̃2¹4D2w̃1Û]x¹

2D2w̃

5]z
2ÛD2]xw̃1]x]zũ1c]x¹

2D2f̃

2d•$~df̃1«c̃ !•¹~df!1~df!•¹~df̃1«c̃ !%,

(5.6)

]

]t
D2c̃2]yũ2¹2D2c̃

5]zÛD2]yw̃2Û]xD2c̃1c]xD2c̃

2«•$~df̃1«c̃ !•¹~df!1~df!•¹~df̃1«c̃ !%,

(5.7)

]

]t
ũ522Gr~r"k̂ !D2f̃1D2f̃]zT̆2Û]xũ1c]xũ

2~df̃1ec̃ !•¹u1~df1ec!•¹ũ1Pr21¹2ũ. (5.8)

Table 1 Values of the l 2-norms, z l 2
az and z l 2

b z, for the poloidal
part of the velocity field and for the temperature fluctuations for
a sample of the integer range M, N at aÄ1.247 and GrÄ3200
with PrÄ7. The total number S of the complex coefficients amn ,
b mn , Cn , Dn is also given.

u l 2
au(3102) u l 2

bu(3103) M N S

0.13049 0.15940 2 19 200
0.06248 0.11541 4 21 396
0.09815 0.12959 4 27 504
0.10103 0.13202 5 37 836
0.10047 0.13155 5 41 924
0.10026 0.13143 5 43 968
0.10033 0.13145 5 45 1012
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Fig. 11 The stream function of „a… the velocity fluctuations fÕx , „b… the disturbance fÕx¿*À1
z Ŭdz , „c… the total flow,

fÕx¿*À1
z Ûdz , „d… the total temperature, for the secondary state with aÄ1.21, GrÄ23,000, PrÄ7. Colder regions are represented

by the lighter shade.

Fig. 12 The total „a… mean flow „Û… profile and „b… mean temperature „T̂… profile for various Grashof numbers and
for a fixed wavenumber aÄ1.21. In „a… and „b… the dash-dotted, dashed, dash-dot-dotted and long-dashed curves
correspond to Gr Ä4300, 12,000, 23,000 and 33,000, respectively. The solid curve in both figures represents the
basic flow and temperature distributions. Pr Ä7.
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As the value ofd21b2 is assumed to be different from zero for
the rest of the analysis, there are no contributions to the mean flow
and the mean temperature. Following the method outlined in@6#
the following eigenvalue problem results:

Ax̃5sBx̃, (5.9)

where x̃ represents the unknown complex variables
$ãmn ,b̃mn ,c̃mn%. The real 3(N11)(2M11) matricesA andB are
functions of the real parametersd, b, Gr, Pr,a and the amplitudes
of the steady state solution$amn ,bmn ,c,Cn ,Dn%. For Pr57 we
usedN545 andM55, while for Pr50.71 we used the slightly
lower valueN537 with M55. Equation~5.9! is solved with the
use of the NAG subroutine F02GJF. Typically the dimension of
the vectorx̃ is 50 percent larger than the dimension of the vector
x representing the steady-state solution for the same truncation
level as the comparison between Tables 1 and 2 shows. In Table 2
the behavior of the leading eigenvalues1r for a sample of the
integer range 2<M<8, 25<N<45 is given for the secondary
state ata51.247, Gr53200, Pr57. As can be verified from Table
2 for N>41 ~Pr57! adequate resolution of the eigenvalue can be
achieved. We note that in all cases examined the symmetry rela-
tions s1r(b,d)5s1r(b,6d), s1r(b,d)5s1r(6b,d), are always
confirmed. Our results are described in some detail below.

5.2 Results. In Fig. 13 we provide an example of the behav-
ior of the leading eigenvalue for small values of the parametersb,
d when Pr57~a similar set of curves exists for Pr50.71!. Here the
real parts1r of the leading eigenvalues1 as a function of the
parameterd for four different values ofb is given for a51.227,
Gr52817. We recall that Grc52816.8898 fora51.227 by the
linear analysis of section 3. As can be seen from Fig. 13 with a
fixed value ofb as indicated, we observe that as the value of the
parameterd varies the real part ofs1r crosses thed/a axis.

As the figure showss1r can be positive for perturbations with
b50.01 and 0.1 for smalld, while s1r is negative for perturba-
tions with b50.005 and 0.15 for anyd. Therefore, there exists a
small parameter range 0.01<b<0.1 andd/a<0.04 where the

Fig. 13 The real part of the leading eigenvalue as function of d
for aÄ1.227, GrÄ2817, PrÄ7 and for fixed values of the param-
eter b as indicated. Note that for aÄ1.227, linear stability analy-
sis predicts a value of Gr cÄ2816.8898.

Fig. 14 Instability boundaries of secondary TWs for Pr Ä7. „1…:
dÄ0.01, „2…: dÄ0.02, „3…: dÄ0.03, „4…: dÄ0.04, „a…: bÄ0.2, „b…:
bÄ0.15, „c…: bÄ0.1. For „1…–„4… bÄ0 and s1iÅ0. For „a…–„c… d
Ä0 and s1iÄ0. The outer curve represents the neutral curve.

Fig. 15 Instability boundaries of secondary TWs for Pr Ä0.71.
„1…: dÄ0.01, „2…: dÄ0.03, „3…: dÄ0.04, „a…: bÄ0.2, „b…: bÄ0.15,
„c…: bÄ0.1. For „1…–„3… bÄ0 and s1iÅ0. For „a…–„c… dÄ0 and
s1iÅ0. The outer curve represents the neutral curve.

Table 2 Values of the real, s1r , and imaginary, s1i , parts of
the most dangerous eigenvalue s1 for a sample of the integer
range 2 ÏMÏ8, 25ÏNÏ45. Here aÄ1.247, GrÄ3200, PrÄ7. The
value of the parameters ˆd ,b ‰ is fixed at ˆaÕ4,0.7‰, respectively.
S̃ represents the total number of the unknown „complex… per-
turbation coefficients.

S̃ N M s1r s1i

390 25 2 17.138341 215.327345
1428 27 8 16.796716 215.634601
1530 29 8 18.067435 215.735189
1254 37 5 17.430870 215.646481
1320 39 5 17.160454 215.576397
1386 41 5 17.292179 215.612212
1452 43 5 17.237890 215.596531
1518 45 5 17.257083 215.602684
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secondary flow becomes unstable. We finds1r<0 for any value
of b at d50. We also find thats1r decreases from zero monoto-
nously asb increases from zero ford50 as far as the secondary
state is close to the neutral curve, Gr'Grc . When the secondary
state is away from the neutral curve, however,s1r increases from
zero first and then decreases monotonously ford50 as b in-
creases from zero, having a positive peak value at a smallb ~this
tendency has also been observed in the case Pr50.71!. Similar
instabilities for small values of the parametersb andd were also
observed in the calculations performed in@13# ~monotone B insta-
bility! for the case of natural convection in a vertical slot and@14#
~zigzag instability!for the case of convection in a horizontal fluid
layer heated from below.

We present the stability boundaries of the secondary TW solu-
tions for the vertical orientation of the fluid layer with Pr57 in
Fig. 14 and with Pr50.71 in Fig. 15. In the case of Pr50.71 the
boundary is formed by the Eckhaus (b50) and Hopf bifurcation
(d50) curves while for Pr57 the boundary is formed by the
Eckhaus (b50) and phase-locked bifurcation (d50) curves.
Note that for the Hopf bifurcation the real and imaginary parts of
the leading eigenvalues1 satisfys1r50 ands1iÞ0 while for the
phase-locked bifurcation they satisfys1r5s1i50. In Figs. 14 and
15 we provide the boundaries of several Eckhaus curves, depend-
ing on the values of the parameterd as indicated.

Our calculations have shown that for Pr57 the most unstable
secondary instability mode is phase-locked with the two-
dimensional TW solution, i.e.,s1i50 in the frame moving with
the phase speed of the TWs. In all cases examined for Pr50.71
the most unstable secondary instability mode hass1iÞ0 and,
therefore, a Hopf bifurcation takes place. This occurrence com-
bined with the underlying two-dimensional TWs shows that for
Pr50.71 the bifurcation is a spatially periodic flow with two fre-
quencies in time~quasi-periodic!.

6 Conclusions
In this work we have investigated the nonlinear stability of

internally heated flows in a channel by extending the work on the
case of a vertical channel with Pr50 @6# to cases of an inclined
channel with nonzero Prandtl numbers. Linear stability analysis
for various values of the angle of inclination showed that neutral
curves always corresponded to a Hopf bifurcation.

Next, nonlinear secondary equilibrium states were obtained nu-
merically with the aid of the Chebyshev collocation point method
and the Newton-Raphson iterative method. For the cases with
Pr50.71 and 7 studied here the secondary equilibrium states for
x590 deg bifurcate supercritically as for the case with Pr50 @6#.
Nonlinear properties of the secondary flow, such as the spatial
structures of the transverse vortices and the mean flow, were ana-
lyzed in some detail, although direct comparisons with the experi-
mental work of@5# are not possible as they have allowed for a
temperature gradient along the streamwise axis, which was ig-
nored in our studies.

Finally, we studied the stability of the secondary equilibrium
state by applying Floquet theory. Traces of the Eckhaus curve
were identified and our calculations showed that the bifurcation is
quasi-periodic for Pr50.71 as for Pr50@6# while for Pr57 the
bifurcation is phase-locked with the secondary flow. The results of
our study also showed that the secondary flow becomes unstable
just above the primary neutral curve in the~a,Gr! plane for small
values of the parameterd andb ~see Figs. 14 and 15!. Therefore,
the flow pattern likely to be observed is almost two-dimensional
with small wavenumber modulation in both the streamwise and
the spanwise directions.

Stability results concerning secondary flow were presented for
only x590 deg in this study. But as is shown in Fig. 9 longitudi-
nal roll type perturbations are more important than transverse roll
type perturbations for 0 deg<x<89 deg. Investigations of the
transition due to longitudinal roll type perturbations and the com-
petition of transverse roll and longitudinal roll perturbations at
x'89 deg are currently under way and will be reported separately.
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Enhanced Forced Convection Heat
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The problem of cross-flow forced convection heat transfer from a horizontal cylinder with
multiple, equally spaced, high conductivity permeable fins on its outer surface was inves-
tigated numerically. The heat transfer characteristics of a cylinder with permeable versus
solid fins were studied for several combinations of number of fins and fin height over the
range of Reynolds number (5–200). Permeable fins provided much higher heat transfer
rates compared to the more traditional solid fins for a similar cylinder configuration. The
ratio between the permeable to solid Nusselt numbers increased with Reynolds number
and fin height but tended to decrease with number of fins. This ratio was as high as 4.35
at Reynolds number of 150 and a single fin with a nondimensional height of 3.0. The use
of 1–2 permeable fins resulted in much higher Nusselt number values than when using up
to 18 solid fins. Such an arrangement has other benefits such as a considerable reduction
in weight and cost. @DOI: 10.1115/1.1599371#
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Introduction
Laminar forced convection across a heated cylinder is an im-

portant problem in heat transfer. It is used to simulate a wide
range of engineering applications as well as provide a better in-
sight into more complex systems of heat transfer. Accurate knowl-
edge of the convection heat transfer around circular cylinders is
important in many fields, including heat exchangers, hot water
and steam pipes, heaters, refrigerators and electrical conductors.
Because of its industrial importance, this class of heat transfer has
been the subject of many experimental and analytical studies.
Though a lot of work has been done in this area, it is still remains
the subject of many investigations. Recent economic and environ-
mental concerns have raised the interest in methods of increasing
or reducing the convection heat transfer, depending on the appli-
cation, from a horizontal cylinder. Researchers continue to look
for new methods of heat transfer control. The use of porous ma-
terials to alter the heat transfer characteristics has been reported
by several researchers including Vafai and Huang@1#, Al-Nimr
and Alkam@2#, and Abu-Hijleh@3#.

Fins have always been used as a passive method of enhancing
the convection heat transfer from cylinders@4–7#. The presence of
the solid fins has an effect on both the aerodynamic as well as the
thermal characteristics of the flow. The fins tend to obstruct the
airflow near the cylinder surface, thus reducing the heat transfer
from the cylinder to the surrounding fluid. On the other hand, the
fins increase the heat transfer area resulting in an increase in the
heat transfer from the cylinder to the surrounding fluid. The net
result of these two opposing effects depends on the combination
of number of fins, fin height, and Reynolds number. Previous
work by the author has shown that increasing the number of uni-
formly spaced solid fins beyond a Reynolds number dependent
value does not increase and can even decrease the Nusselt number
@8#. Permeable fins can offer less resistance to the airflow around
the cylinder while still offering the increased heat transfer surface
area of solid fins. Such fins are expected to offer much enhanced
heat transfer rates from a cylinder than solid fins. Stewart and
Burns@9# reported enhanced convection heat transfer characteris-

tics in a concentric annulus with heat generating porous media
when using a permeable inner boundary. Zhao and Liao@10# and
Zhao and Song@11# showed that forced convection heat transfer in
a cavity could be significantly enhanced using permeable walls.
Previous work by the author has shown that the use of permeable
fins to be very effective in the case of natural convection heat
transfer from a cylinder@12#. No published work could be located
that discusses the use of permeable fins on the forced convection
heat transfer from a horizontal cylinder in cross-flow.

This paper details the changes in the Nusselt number due to the
use of different number of equally spaced high conductivity per-
meable fins placed at the cylinder’s outer surface. The fluid under
consideration is Air. The elliptic momentum and energy equations
were solved numerically using the stream function-vorticity
method on a stretched grid. This detailed study included varying
the Reynolds number~5–200!, number of fins~1–18!, and the
nondimensional fin height~0.15–3.0!. This range of values is
based on the experience gained from a previous work using uni-
formly spaced solid fins for the same configuration@8#. Due to
symmetry, the computations were carried on half the physical do-
main making use of the horizontal symmetry plane passing
through the center of the cylinder. The number of fins reported
herein is that on one half of the cylinder. No fins were located at
the symmetry plane.

Mathematical Analysis
The steady-state equations for two-dimensional laminar forced

convection over a horizontal cylinder are given by:
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Equations~1–4! are subject to the following boundary conditions:

1. On the cylinder surface, i.e.,r 5r o ; u5v50, andT5To .
2. Far-stream from the cylinder, i.e.,r→`; u→u` cos(u) and

v→2u` sin(u). As for the temperature, the farstream boundary
condition is divided into an outflow~u<90°! and an inflow~u
.90°! regions, Fig. 1. The far-stream temperature boundary con-
ditions areT5T` and ]T/]r 50 for the inflow and outflow re-
gions, respectively.

3. Plane of symmetry;u50 and u5180°; v50 and ]u/]u
5]T/]u50.

4. On the surface of solid fin~s!; u5v50. On the surface of
permeable fin~s!;u50. The least restrictive permeable boundary
condition is that of no resistance to the velocity normal to the fin
surface, i.e.,v5constant[]v/]u50 @9#.

5. Since both types of fins are assumed to be very thin and of
very high conductivity, the temperature at any point along the fin
will be that of the cylinder surface, i.e.,Tf5To . The fins are
equally spaced around the perimeter of the cylinder. No fins were
placed at the horizontal line of symmetry, i.e., atu50 and 180°,
see Fig. 2.

The major assumptions made regarding the fins’ boundary con-
ditions above are: fin thickness→0, fin thermal conductivity→`,
and fin flow resistance→0. These assumptions we introduced in
order to simplify the solution of the problem and will give the
‘‘best case scenario’’ effect of using permeable fins. ‘‘Real’’ fins
will have a finite thickness and thermal conductivity. If this is to
be taken into account, the problem will become that of conjugated
conduction—convection heat transfer. This will greatly compli-
cate the solution procedure as well as introduce two new param-
eters that need to be considered, i.e., fin thickness and fin thermal
conductivity. Neglecting the fin’s flow resistance will only change
the velocity gradient boundary condition at the fin but will not
affect the computational procedure. Still this will introduce an-
other parameter that needs to be addressed. The inclusion of any
of these parameters will greatly increase the number of different
cases that need to be simulated and will further expand the size of
this paper. Thus as a first attempt at studying the benefits of per-

meable fins, the author made a conscious decision to introduce the
above mentioned simplifying assumptions. With the ‘‘ideal’’ per-
formance of permeable fins established, future work can focus on
real fin effects such as the fin’s flow resistance, thickness, and
thermal conductivity.

The local Nusselt number, based on diameter, on the cylinder
surface is given by

NuD~u!5
Dh~u!
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The local Nusselt number at fin, based on diameter, is given by
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The effect of adding the fin~s!on the convection heat transfer
from the cylinder will be presented in terms of the normalized
Nusselt number (NUD,F) which shows the relative change in the
Nusselt number compared to the case of a smooth cylinder, Eq.
~7! below. The ratio of (NUD,F) permeable fins to (NUD,F) solid
fins will be used to gage the enhancement in heat transfer due to
the use of permeable fins in place of solid fins, (RNUD,F), Eq. ~8!
below.

NUD,F5NuD,F/NuD,o (7)

RNUD,F5~NUD,F!Permeable/~NUD,F!solid (8)

Equations~1–4! along with the corresponding boundary condi-
tions were nondimensionalized using the incoming free-stream
velocity (u`) and cylinder radius (r o) then solved using the
stream function-vorticity method using the finite difference
method@12#. A stretched grid in the radial direction was used in
order to accurately resolve the boundary layer around the cylinder
@12# and @13#. The resulting system of algebraic equations was
solved using the hybrid scheme@14#. Such a method proved to be
numerically stable for convection-diffusion problems. The finite
difference form of the equations was checked for consistency with
the original PDEs@14#. The iterative solution procedure was car-
ried out until the error in all solution variables became less than a
predefined error level~e!. Other predefined parameters needed for
the solution method included the placement of the far-stream
boundary condition (R`) and the number of grid points in both
radial and tangential directions,N andM, respectively. Extensive
testing was carried out in order to determine the effect of each of
these parameters on the solution. This was done to ensure that the

Fig. 1 Schematic diagram of the cylinder with equally spaced
permeable fins

Fig. 2 Comparison of the local Nusselt number for the case of
a smooth cylinder. The equations’ numbers are from their re-
spective references
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solution obtained was independent of and not tainted by the pre-
defined value of each of these parameters. The testing included
varying the value ofe from 1023 to 1026, R` from 5 to 50,N
from 100 to 250, andM from 120 to 200. The results reported
herein are based on the following combination:N5210, M
5180,R`540, ande51025. Increasing any of these parameters
resulted in minimal change~<1%! in the computed Nusselt num-
ber. The current gird resolution is better than most grid resolutions
used in published studies of natural@5#, forced convection from a
heated cylinder@6#, and mixed convection at different angles of
attack@7#. The large number of grid points in the tangential direc-
tion ~M! was to ensure that there were sufficient grid points be-
tween the fins to properly resolve the flow between the fins, even
when using 18 fins. In comparison, the use of 60 points in the
tangential direction would have been sufficient to resolve the flow
around a smooth cylinder@7#. Figure 2 shows very good agree-
ment between the profiles of the average Nusselt number calcu-
lated by the current code and the several results reported in the
literature@7–10#, for the case of a smooth cylinder with no fins.

In the previous work for uniformly spaced solid fins@12#, the
number of grid points was varied in the radial (N5150– 163) and
tangential (M5169– 180) directions in order to insure that all fins
coincided with one of the grid’s radial lines and that the fins end
coincided with one of the grid’s tangential lines. The need for the
fins to coincide with the grid was also observed in this study but
in a different fashion. In order to avoid any changes that might
result from using different grids for different combinations of
number fin~s!and fin height, a fixed size grid was used for com-
binations in this study~2103180!. In this study the fin’s tangential
location was varied in 15° increments between 15–165°. Thus
usingM5180 insured that the tangential grid resolution was suit-
able for all tangential fin locations. The hardest part was adjusting
the radial grid resolution to insure that the fin’s end coincided with
one of the radial grid points. The nominal fin heights~H! used in
this study were: 0.15, 0.35, 0.75, 1.5, and 3.0. The combination of
N5210 andR`540 resulted in a difference of less that 1% be-
tween the actual fin height and the nominal fin height used in the
current study. The actual height being that of the fin used in the
calculation with the fin’s end coinciding with the closest radial
grid point while using a fixed radial grid resolution (N5210).
Also in this work, the location of the far-stream boundary (R`)
was set much further than the previous work for solid fins only
(R`540 versus 15 in@12#!. The significant increase inR` was
needed when using permeable fins. Initial gird testing revealed
that long permeable fins resulted in a much bigger wake which
extended for a longer distance downstream of the cylinder than
when using solid fins, as will be shown later in the results section.
This required the use of the largerR` so that the far-stream
boundary conditions do not affect the solution. The use of large
R` also influenced the radial size of the gird in order to maintain
proper grid resolution near the cylinder surface.

Results
The effect of fins on the forced cross-flow heat transfer from a

horizontal isothermal cylinder was studied for several combina-
tions of number of fins (F51,3,5,8,12,18), nondimensional fin
height (H50.15,0.35,0.75,1.5,3.0), and Reynolds number (ReD
55,10,20,40,70,100,150,200). All computations and calculations
were carried at the eight values of Reynolds number listed above.
To save space, only the results of ReD55, 20, 70, and 150 will be
shown. The results at the other values of Reynolds number had
similar trends to the Reynolds number values that will be reported
herein. The change in the average Nusselt number, for a given
value of Reynolds number, due to the addition ofF fin~s! (NuD,F)
was normalized by the Nusselt number of a smooth cylinder, no
fins, at the same Reynolds number (NuD). This was done in order
to focus on the relative effect of adding the fins. The solid fin
cases were re-computed using the current fixed size grid, not the
results of the previous work@8#, and are intended to show the heat

transfer enhancement due to the use of permeable fins. This will
be done by looking at the ratio of the normalized Nusselt number
for the case of permeable fins to that of solid fins, each with the
same number of fins.

Figure 3 shows the change in the normalized average Nusselt
number as a function of number of fins at different values of fin
height and selected Reynolds numbers. The solid lines correspond
to solid fins while the dotted lines correspond to permeable fins. It
can be seen that the use of permeable fins results in a significant
heat transfer enhancement over solid fins under the same geomet-
ric and flow conditions. The advantage of using permeable fins
increased with increased Reynolds number and fin height but de-
creased with increased number of fins. The cause of this will be
discussed later when looking at the changes of the local Nusselt
number along the cylinder surface due to the addition of solid and
permeable fins. The use of a single permeable fin seems to offer
the best conditions for enhanced convection heat transfer from the
cylinder, particularly as the Reynolds number and/or fin height
increases. Under no condition did the use of permeable fins result
in a normalized Nusselt number,1.0, as opposed to the case of
using a small number of short solid fins and high Reynolds num-
ber @8#.

Figure 4 shows the shows the ratio of (NUD,F) permeable fins
to (NUD,F) solid fins,RNUD,F, for the same values of Reynolds
numbers shown in Fig. 3. This figure shows the relative gain in
enhanced heat transfer due to the use of permeable versus solid
fins. Under no conditions did the use of permeable fins result in a
lower Nusselt number than solid fins. The enhancement due to the
use of permeable fins was as high as 4.35 for the case of ReD
5150,F51, andH53.0. The advantage of permeable fins tended
to decreases with the number of fins for all but the shortest fins.
This is due to the different trends in the Nusselt number change
when using permeable versus solid fins, Fig. 3.

Figure 5 shows the local Nusselt number distribution along the
surface of the cylinder, including that of the fin~s!, for the case of
ReD570 andH53.0 at different number of solid and permeable
fin~s!. The distribution of the smooth cylinder, no fins, is also
shown for comparison. Note that the direction of thex-axis in Fig.
5 is reversed in order to comply with the direction of the angular
position shown in Fig. 1. Also there are two charts in Fig. 5 for the
case of permeable fins. One with a full range y-axis scale, Fig.
5~b!, and the other with ay-axis equal to that of the solid fins, Fig.
5~c!. Figure 5~c!is intended to show the different local effects
along the cylinder surface when using permeable versus solid fins.
Figure 5~a!shows the local increase in the Nusselt number at the
location of the solid fins as well as the reduction in the local
Nusselt number from the rest of the cylinder surface. This local
Nusselt number reduction is caused by the reduction in the air
speed ahead of and in the wake of the solid fins. When using more
than one solid fin, the downstream fins have a lower contribution
to the overall heat transfer than the upstream fins. The exception
being for fins that lay in the recirculation zone at the back of the
cylinder, e.g., the case ofF55. Figure 5~b!shows the significant
increase in the local Nusselt number at the location of the perme-
able fins, which is responsible for the higher heat transfer rates
from permeable fins compared to solid fins. The fact that the air
can flow through the permeable fins without restriction results in
very high convection heat transfer rates. Figure 5~c! shows the
cause of the reduction in Nusselt number with increased number
of permeable fins seen in Fig. 3. Although permeable fins have a
lower effect on the local Nusselt number upstream of the fins,
there was almost no heat transfer from the back half of the cylin-
der ~u,90°!, even if there were fins there, i.e., cases ofF53 and
5. The high heat transfer rate of the permeable fins caused the air
flowing trough them to heat up significantly resulting in a large
thermal wake. This will reduce the temperature difference be-
tween the downstream fins and the hot incoming air, which in turn
translates to reduced convection heat transfer from those fins. The
fact that the air was free to flow through the permeable fins im-
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Fig. 3 Change in the normalized Nusselt number of solid fins „solid lines … and permeable fins „dashed lines … as a function of
number of fins at different combinations of fin height and Re D

Fig. 4 Change in the ratio of the normalized permeable to solid fins Nusselt number as a function of number of fins at different
combinations of fin height and Re D
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Fig. 5 Variation of the local Nusselt number for the case of Re DÄ70 and HÄ3.0 using solid fins „a…
and permeable fins „b and c…
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Fig. 6 Streamline contours „left… and isothermal contours and relative velocity vectors „right… using different number of
solid fins at Re DÄ70 and HÄ3.0
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Fig. 7 Streamline contours „left… and isothermal contours and relative velocity vectors „right… using different number of
permeable fins at Re DÄ70 and HÄ3.0
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plies that no recirculation zones will be formed downstream of the
fins, unlike the case of solid fins. The downstream recirculation
zones formed by solid fins tend to scavenge some of the cooler
free stream air which results in higher temperature difference than
that of the case of permeable fins. This can be seen in the stream-
line and isotherm contours for the case of ReD570 andH53.0 at
different values of solid and permeable fins, Figs. 6 and 7, respec-
tively. The relative velocity vectors are also shown in these fig-
ures, i.e., the length of the vector is equivalent of the magnitude of
the velocity vector. The big aerodynamic and thermal wakes
formed behind the permeable fins are very clear in Fig. 7, espe-
cially when compared to those in Fig. 6. This explains the need
for placing the far-stream boundary (R`) much further away from
the cylinder than in the previous study of solid fins only@8#, as
noted in the preceding Mathematical Analysis section.

Conclusions
The problem of cross-flow forced convection heat transfer from

an isothermal horizontal cylinder with high conductivity equally
spaced permeable fins was studied numerically. Changes in the
normalized average Nusselt number at different combinations of
number of fins, fin height, and Reynolds number were reported
and compared to those of solid fins. Permeable fins offered a
much higher Nusselt number than solid fins, under the same op-
erating conditions. Permeable fins resulted in much larger aerody-
namic and thermals wakes which significantly reduced the effec-
tiveness of the downstream fins, especially atu,90°. A single
long permeable fin tended to offer the best convection heat trans-
fer from a cylinder. This has great practical implications in terms
of weight and cost of fin~s!needed to achieve a certain level of
heat transfer enhancement.

Nomenclature

D 5 cylinder diameter, 2r o (m)
F 5 number of equally spaced fins
g 5 gravity ~m/s2!
H 5 nondimensional fin height,hf /r o
h 5 local convection heat transfer coefficient~W/m2 K!

hf 5 fin height ~m!
k 5 conduction heat transfer coefficient~W/m K!

M 5 number of grid points in the tangential direction
N 5 number of grid points in the radial direction

NuD 5 local Nusselt number based on cylinder diameter
NuD 5 average Nusselt number based on cylinder diameter,

no fins
NuD,F 5 average Nusselt number based on cylinder diameter,

cylinder with F number of fins
NuD,F 5 normalized average Nusselt number based on cylin-

der diameter, cylinder withF number of fins
p 5 pressure~Pa!

Pr 5 Prandtl number
r 5 radius~m!

ReD 5 Reynolds number based on cylinder diameter,U`D/n
RNUD,F5 Ratio of the normalized Nusselt number for the case

of permeable fins to that of solid fins, each withF
number of fins

T 5 temperature
u 5 radial velocity~m/s!
v 5 tangential velocity~m/s!
a 5 thermal diffusivity ~m2/s!
b 5 coefficient of thermal expansion~K21!
e 5 measure of convergence of numerical results
u 5 angle~degrees!
n 5 kinematic viscosity~m2/s!
r 5 density~kg/m3

c 5 stream function

Subscripts

D 5 value based on cylinder diameter
f 5 value at fin surface
o 5 value at cylinder surface
p 5 permeable fin
s 5 solid fin
` 5 free stream value
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Natural Convection in a Large,
Inclined Channel With
Asymmetric Heating and Surface
Radiation
Finite volume numerical computations are carried out in order to obtain a correlation for
free convective heat transfer in large air channels bounded by one isothermal plate and
one adiabatic plate. Surface radiation between plates and different inclination angles are
considered. The numerical results are verified by means of a post-processing tool to
estimate their uncertainty due to discretization. A final validation process is performed by
comparing the numerical data to experimental fluid flow and heat transfer data obtained
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1 Introduction

Many authors have already studied natural convection between
parallel plates for electronic equipment ventilation purposes. In
such situations, since channels are short and the driving tempera-
tures are not high, the flow is usually laminar, and the physical
phenomena involved can be studied in detail by either experimen-
tal or numerical techniques or both. Therefore, a large body of
information is available@1–3#. In fact, in vertical channels with
isothermal or isoflux walls and for laminar flow, fluid flow and
heat transfer can be described by simple equations derived from
analytical solutions of natural convection boundary layer in iso-
lated vertical plates and fully developed flow between two vertical
plates@1#.

Ventilation channels with larger dimensions are frequently en-
countered in other applications, such as passive solar energy~ven-
tilated facades!. These channels involve more complex physical
phenomena such as radiative heat transfer between the walls of
the channel, turbulent flow, and inclination with respect to the
gravity direction. Although the equations developed for simpler
situations could in some cases lead to reasonable predictions of
the behavior of these channels, work is still required to develop
more reliable expressions.

The work presented here is addressed to obtain equations for
free convective heat transfer in large air channels with asymmetric
isothermal plates~one plate isothermal and the other plate adia-
batic!. Surface radiation between the plates~radiative coupled
plates!and different inclination angles are considered. Correla-
tions of the Nusselt number are obtained from a parametric study
carried out by means of computer simulations using finite-volume
techniques. The numerical solutions are verified using a post-
processing tool based on the Richardson extrapolation theory and
on the Grid Convergence Index~GCI! that estimates their uncer-
tainty due to discretization@4,5#. Furthermore, in order to ascer-
tain how far removed the numerical model is from reality, the
results of the numerical model are validated by comparison with
experimental fluid flow and heat transfer data obtained from an
ad-hoc experimental setup.

2 Description of the Problem
A schematic of the problem under study is shown in Fig. 1~a!. It

consists of a large air channel~Pr50.71!that can be vertical or
inclined, with an isothermal wall and an adiabatic wall~upper and
lower walls respectively when the channel is inclined!. The chan-
nel lengthL varies fromL51 m to L52 m and the inter-plate
spacingb can vary fromb50.01 m tob50.04 m, leading to as-
pect ratios fromL/b525 to L/b5200. The inclination of the
channel is referenced by the angleu and varies fromu50 deg
~vertical channel! to u560 deg. Radiative heat transfer between
the two walls is considered. Both plates have the same emissivity
e that can have a value frome50, corresponding to non-radiating
surfaces~white surfaces!, toe51 ~black surfaces!. The isothermal
plate temperature,Tw , reaches values fromTw5Ta125°C to
Tw5Ta1125°C, whereTa is the ambient temperature.

In the limiting case of non-radiating plates~e50!, heat transfer
is only due to convection at the isothermal plate. In other cases,
heat transfer to the air is also due to radiation from the isothermal
plate to the adiabatic plate, which transfers the radiating energy to
the surrounding air by convection.

The average Nusselt number accounting for natural convection
in channels with isothermal walls is typically defined in terms of
the inter-plate spacingb as follows:

Nub5F Q/A

~Tw2Ta!G b

l
(1)

wherel is the air thermal conductivity,Q is the total rate of heat
transfer from the plates to the air andA is the surface area of the
heat source. In the case under studyA represents the surface area
of the isothermal plate.

Transition from laminar to turbulent flow in natural convection
vertical boundary layers is typically assumed at GrL5RaL /Pr
5@gb(Tw2Ta)L3/n2#5109 @6#, where Gr is the Grashof number,
the subindexL means that the channel length is used as geometri-
cal parameter,g is the gravitational acceleration, andb andn are
the volumetric coefficient of thermal expansion and the kinematic
viscosity of the air at the film temperature (Tw1Ta)/2. However,
transition from laminar to turbulent flow in channels is expected
to occur at higher values of GrL due to the merging effect of the
two boundary layers. Most situations under study in this work
have a GrL number in the order of 1010. Therefore, the assumption
of laminar flow may apply. In fact, some numerical experiments
not presented here have been carried out using two equations tur-
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bulent models such as those used in@7#. All the solutions obtained
indicated that the flow within the channel was laminar.

Numerical works carried out in free convective heat transfer in
parallel plates, see for example@2#, assume the thermophysical
properties of the air to be constant except in the buoyancy terms
of the momentum equations, where the Boussinesq equation of
state,Dr52brDT, is applied. This approximation is appropriate
when the temperature gradients are small@8#. In the work pre-
sented here, the temperature differences between the isothermal
wall and the ambient are higher than in previous works. Some
computations were carried out in order to ensure that the Bouss-
inesq assumption was also appropriate for the modeling of the
channels studied in this work. These computations consisted of
calculating the heat transfer, the Nusselt number, of cases C and D
described in Table 1 assuming the Boussinesq approximation or
using temperature dependent physical properties of the air. As
indicated in Table 1, in case C the temperature difference between
the ambient and the isothermal wall was 75°C and in case D
125°C. The relative differences between the calculated Nusselt
with and without assuming the Boussinesq hypothesis were 2.5%
and 1.5%, respectively. Therefore, the use of the Boussinesq as-
sumption seems to be also reasonable for the channels under study
in this work.

3 Mathematical Model

3.1 Governing Equations. The fluid flow and heat transfer
within the channel is assumed to be governed by the two-
dimensional Navier-Stokes equations together with the energy
equation with the following restrictions: steady state, laminar
flow, constant physical properties, density variations relevant only

in the buoyancy terms of the momentum equations~Boussinesq
approximation!, fluid Newtonian behavior, negligible heat friction
and influence of pressure on temperature, and radiatively non-
participating medium. The corresponding set of differential equa-
tions may be written:

]u

]x
1

]v
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where (x,y) are the coordinates in the Cartesian-coordinate sys-
tem indicated in Fig. 1~a!; T is the temperature;To the reference
temperature;pd the dynamic pressure; (u,v) and (gx ,gy) the ve-
locity and the gravitational acceleration vector expressed in the
reference systemx-y, and the physical properties of the airr, n,
b, l, andcp are respectively the density, the kinematic viscosity,
the thermal expansion coefficient, the thermal conductivity and
the specific heat at constant pressure, which are assumed constant
~Pr50.71!.

3.2 Boundary Conditions. The temperature of the isother-
mal plate~upper plate!is Tw . On the other hand, the temperature
at the coordinatex of the adiabatic plate results from a surface
energy balance considering that the net radiative heat flux arriving
at the plate equals the heat flux transferred from the plate to the
surrounding air:

e

22e
s~Tw

4 2T4!u~x,y50!52l
]T

]yU
~x,y50!

(6)

wheres is the Stefan-Boltzmann constant andl is the thermal
conductivity of the air. In this energy balance, the radiative heat
transfer between the plates~left term of the equality! is modeled
assuming a non-participating medium, infinite surfaces, and grey-

Fig. 1 „a… Schematic of the problem. „b… Mesh and computational domain used in the
numerical simulations. The mesh is expressed in terms of the parameter n . The solid
triangles indicate that the mesh was concentrated near the walls.

Table 1 Parameters of the cases used for detailed verification
purposes: inter-plate spacing „b …, channel length „L …, inclina-
tion angle „u…, isothermal wall temperature „Tw…, ambient tem-
perature „TaÄ300 K… and emissivity of the plates „e….

case
b

@m#
L

@m#
u

@deg#
Tw2Ta

@°C#
e

@2#
(b/L)Rab cosu

@2#

A 0.01 1.00 30 25 0.25 2.0•101

B 0.02 1.50 15 50 0.25 4.8•102

C 0.03 1.75 45 75 0.50 2.3•103

D 0.04 2.00 0 125 1.00 1.5•104
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diffuse plate surfaces with the identical emissivity valuee. The
assumption of infinite surface ignores the radiation out of the ends
of the channel. This assumption can be acceptable because the
aspect ratios of the channels under study are large~in the case
with smallest aspect ratio,L51 m and b50.04 m, the diffuse
view factor between the plates is larger than 0.96!.

The boundary conditions to be assumed at the inlet and outlet
are more complicated because an inappropriate formulation of
these boundary conditions may lead to a fluid flow and heat trans-
fer that are very different from those under study. Typical assump-
tions adopted for free convective flow through channels are
adopted here@2#. The air is assumed to enter the channel from the
surroundings at a temperature equal toTa ~ambient temperature!
and with an adiabatic and reversible process, so that dynamic
pressure energy in the surrounding air~which is 0!is converted to
kinetic energy~i.e., to 1/2rv2, wherev is the magnitude of the
velocity vector!and dynamic pressure energy at the inlet:

Tu~x5L,y!5Ta 05
1

2
rv21pdU

~x5L,y!

(7)

As in Eq. ~7!, the magnitude of the velocity vector is used, the
flow is not assumed to be uni-directional. Therefore, this boundary
condition is according to the characteristics of the flow at the inlet,
that can have a considerable curvature which will strongly affect
the velocity distribution.

At the outlet, the temperature is assumed to remain constant in
the x direction and all the kinetic energy of the air is assumed to
be converted to heat, resulting in an outlet dynamic pressure equal
to the surrounding air dynamic pressure, i.e., equal to 0:

]T

]xU
~x50,y!

50 pdu~x50,y!50 (8)

3.3 Governing Dimensionless Groups. A non-
dimensionalization of the governing equations and boundary con-
ditions shows that Nub depends on the Rayleigh number, the as-
pect ratio, the inclination, the thermal emissivity of the plates and
on two radiation numbers, Pl andR, that arise from the adiabatic
wall boundary condition when radiative heat transfer is consid-
ered. Thus:

Nub5Nub~Rab ,b/L,cosu,e,Pl,R! (9)

where the Rayleigh number in terms of the geometrical parameter
b is defined as Rab5@gb(Tw2Ta)b3/n2#Pr. The radiation num-
bers are the Planck number Pl5l/bsTa

3 and R5(Tw2Ta)/Ta ,
wheres is the Stefan-Boltzmann constant andl is the thermal
conductivity of the air at the film temperature.

4 Numerical Model
The set of coupled partial differential equations and the bound-

ary conditions described in Section 3 are converted to algebraic
equations by means of finite-volume techniques using rectangular
meshes on a staggered arrangement. Diffusive terms at the bound-
aries of the control volumes are evaluated by means of second-
order central differences, while the convective terms are approxi-
mated by means of the high-order SMART scheme@9#, with a
theoretical order of accuracy between 1 and 3.

The domain where the computations are performed and a sche-
matic of the mesh adopted is shown in Fig. 1~b!. The mesh is
represented by the parametern. According to Fig. 1~b!, 6n* n
control volumes are used~for example, whenn540 it means that
the problem is solved on 240*40 control volumes!. The mesh is
intensified near the two plates using a tanh-like function with a
concentration factor of 1@7#, in order to properly solve the bound-
ary layer. This aspect is indicated in the figure with two solid
triangles.

The pressure boundary conditions indicated in Eq. 7 and 8 have
been modeled according to@10#. This implementation of the

boundary conditions predicts curvature effects in the inlet region
with no need to include zones outside the channel in the compu-
tational domain.

The resulting algebraic equation system was solved using a
pressure-based SIMPLE-like algorithm@11,12#, and the iterative
convergence procedure was truncated when relative increments of
the computed Nusselt number~Eq. 1! in the last 50 iterations
dropped below 0.005%.

4.1 Verification of the Numerical Model. The numerical
solutions presented here have been calculated adopting a global
h-refinement criterion. That is, all the numerical parameters~nu-
merical scheme, numerical boundary conditions, etc.! are fixed,
and the mesh is refined to yield a set of numerical solutions. This
set of numerical solutions have been post-processed by means of a
tool based on the Richardson extrapolation theory and on the con-
cept of the Grid Convergence Index~GCI! @4,5#. When the nu-
merical solutions are free of programming errors, convergence
errors and round-off errors, the computational error is due only to
the discretization. The tool processes a set of three consecutive
solutions in theh-refinement. The main output is an estimate of
the uncertainty of the numerical solutions due to discretization,
the GCI. Other information also obtained from the tool is the
order of accuracy of the numerical solution~apparent or observed
order of accuracy!and the percentage of nodes at which it has
been possible to calculate the order of accuracy~Richardson
nodes@4#!. An observed order of accuracy approaching the theo-
retical value~order of accuracy of the numerical schemes used!
and a high percentage of Richardson nodes indicate that the esti-
mator GCI is reliable, and that the solution is free of programming
errors, convergence errors and round-off errors.

To show the appropriateness of the numerical parameters
adopted in all the numerical solutions of this work, the results of
a detailed verification process will be discussed. The numerical
parameters to be considered are the grid, the numerical scheme
and the convergence criterion.

In order to obtain the final correlation for the Nusselt number, a
parametric study of the air channel was carried out involving up to
2500 different cases, see Section 6.1. The data obtained from the
post-processing that are presented here, correspond to four of the
cases that are representative of the others. Hereafter they will be
called as cases A, B, C, and D. Their corresponding parameters
~inter-plate spacingb, channel lengthL, inclination angleu, dif-
ference between isothermal wall temperature and ambient tem-
peratureTw2Ta , and emissivity of the platese!, are presented in
Table 1.

For each of the four cases, a set of 5 solutions using the global
h-refinement criterion with a refinement ratio of 2~doubling the
mesh!were computed. They correspond ton55, 10, 20, 40, and
80. The post-processing results are given in Table 2 forn520, 40,
and 80. Presented are the global observed order of accuracy,p, the
percentage of Richardson nodes, Rn, and the global uncertainty
due to discretization, GCI, corresponding to the different depen-
dent variables of the problemu, v, andT.

The percentage of Richardson nodes given in the table is high
for the cases A and B, but decreases in the cases C and D, where
the physical phenomena are more complex. While cases A and B
have a value of (b/L)Rab cosu below 5* 102, the corresponding
values for cases C and D are beyond 2* 103. On the other hand,
most estimates of the order of accuracy,p, approach the theoreti-
cal values of the differential scheme used~between 1 and 3!.
However, they do not tend to an asymptotic value with the mesh.
As the GCI is directly calculated fromp, GCI increases with the
mesh in some situations wherep degenerates with the mesh to
values close to 1. This means that, for these cases, the calculated
uncertainty due to discretization increases when the mesh is re-
fined! This aspect is in accordance with the practical use of the
GCI, which indicates that low values of the observed order of
accuracy tend to overestimate the uncertainty due to discretiza-
tion. When dealing with a single case, it may be possible to over-
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come this problem simply by changing the numerical schemes or
the discretization of the domain. Though, as in this work up to
2500 different cases are studied, it is not practical to find a specific
mesh and scheme for each of them.

All the numerical solutions used in the previous discussion
were obtained using the convergence criterion as explained at the
beginning of Section 4. This convergence criterion results in a
reasonable number of iterations for the convergence procedure,
and therefore also in a reasonable CPU time. However, it appears
to be a non-restrictive convergence criterion. Several computa-
tions were carried out considering various situations, including the
four cases analyzed in this section, with a more restrictive conver-
gence criterion. Some small differences were found in the esti-
mates obtained from the post-processing. This indicates that the

numerical error of the solutions with the non-restrictive conver-
gence criterion is not totally free of convergence error. However,
the general tendency is that whenever the estimates obtained from
the verification process indicated that the solution was credible,
there were no variations in the value of Nub when the conver-
gence criterion was strengthened.

Some of this information is given in Fig. 2. The evolution of the
Nub with the mesh parametern for the four cases is shown in Fig.
2~a!. Beyond the fourth level of refinement,n540, no significant
differences are observed in the Nub . The evolution of the Nub
during the iterative process in terms of the number of iterations is
shown in Fig. 2~b!. A continuous line is used which turns into a
dotted line when the non-restrictive convergence criterion is
reached. As can be observed, all the dotted lines are horizontal
lines, which indicates that there are no deviations in the Nub when
the non-restrictive convergence criterion has been reached.

5 Experimental Setup
The experimental setup consists of a channel with two parallel

plates 1600 mm long and 800 mm wide with a spacing of 20 mm.
A schematic of the setup is shown in Fig. 3. The channel is in-
clined 45 deg. It is closed at its sides by two lids covered with
insulation material on the outside. Two additional adiabatic lids
can be mounted at the inlet and the outlet when required to stop
the air circulation through the channel. The lower plate is a single
plate insulated from the ambient by insulation material. The upper
plate consists of eight square modules of 400*400 mm2. Each
module is heated by electrical heaters glued on the upper side. A
self-calibrated K-type thermocouple sensor is placed at its center.
Heaters of the two modules placed at the same height are con-
nected to an AC controlled power supply, forming four pairs of
modules connected to four different power lines. Four glass win-
dows with an observation area of 20*20 mm2 are mounted on one
side wall at 200, 600, 1000, and 1400 mm from the outlet of the
channel in order to permit the visualization of the air flow in the
channel. The ambient temperatureTa ~laboratory temperature! is
measured by a self-calibrated PT-100 resistance thermal device.
Control, regulation and data acquisition are carried out with an HP
VXI series data acquisition unit managed by a software applica-
tion programmed in HPVEE language.

Measurements of the heat transfer and the velocity field were
performed in separate experiments. In heat transfer measurements,
the overall heat loss of the setup,P, is measured at some specific
isothermal plate temperatures,Tw .

In the fluid flow experiments, for a givenTw and Ta , the ve-
locity field is visualized at a section of the channel parallel to and
200 mm from the side wall with windows. The air is seeded by
aerosols of olive oil generated by a Laskin nozzle. The diameter
of the aerosols are in the order of 5mm. The images of the flow
are captured using a Digital Particle Image Velocimetry~DPIV!
facility from LaVision. The main features of the DPIV device
used in the fluid flow experiments are: double-cavity Nd-YAG

Table 2 Results from the post-processing tool: Richardson
nodes „Rn…, global observed order of accuracy „p …, and global
uncertainty due to discretization normalized by the reference
values „GCI* …. „Note: * means that the GCIs are normalized us-
ing a reference value of v refÄ†Lg b„TwÀTa…cos u‡1Õ2 for the ve-
locity components and TrefÄTwÀTa for the temperature. …

case A

grid
n

u v T

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

20 89 1.1 .273 87 2.0 .0017 99 1.7 .208
40 97 2.5 .013 91 2.0 .0023 84 3.9 .005
80 96 1.1 .014 89 1.8 .0010 83 1.6 .0120

case B

grid
n

u v T

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

20 75 1.9 .162 71 2.2 .0013 67 2.2 .070
40 82 0.9 .162 71 1.2 .0036 72 1.2 .068
80 91 1.9 .014 79 1.6 .0015 81 1.8 .010

case C

grid
n

u v T

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

20 78 1.3 .568 43 2.1 .0069 77 1.5 .320
40 84 2.1 .063 43 1.9 .0030 58 2.6 .020
80 88 2.0 .014 76 1.9 .0023 74 2.0 .012

case D

grid
n

u v T

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

Rn
@%#

p GCI*
@%#

20 63 1.6 .350 43 1.4 .0213 73 0.9 1.44
40 51 2.1 .087 48 1.6 .0080 59 2.6 .026
80 67 1.2 .087 50 1.3 .0070 59 1.2 .072

Fig. 2 Verification. „a… Evolution of the Nu b in terms of the mesh parameter n . „b… Evo-
lution of the Nu b during the convergence procedure in terms of the number of iterations.
A dotted line indicates that the convergence criterion is achieved.
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~2335 mJ/pulse!laser from Quantel, optics consisting of one
spherical and two cylindrical lenses forming a Galilean telescope
to create and focus a light-sheet, a high sensitive~Peltier-element
cooled!12 bit CCD camera with a resolution of 1280*1024 pix-
els, and a Nikkor camera lens with focal length of 105 mm. De-
tails of the experimental procedures adopted for both the heat
transfer and fluid flow measurements are given in the following
two subsections.

5.1 Measurement of Heat Transfer. With channel either
open or closed, the total heat loss of the setup,P, was measured at
different temperatures of the isothermal plate:Tw570, 100, 125,
and 150°C. The total heat loss was obtained by measuring the
power that was supplied to the electrical heaters. This was done
by means of power transducers with a precision of6@0.5
10.02P# W. Data were recorded for a period of 15 minutes in
intervals of 3 seconds at steady state.

Results from measurements of heat loss with the channel closed
were fitted by a least squares method to a second-order equation
in terms of the temperature differenceDT5(Tw2Ta). This led to
a correlation for the heat loss of the setup without heat evacuation
through the channel,Qloss5(a1bDT)DT.

Experimental values of the heat removed from the channel,Q,
were calculated by subtracting the correspondingQloss from the
overall measured heat loss,P, obtained from the experiments with
the channel open. The Nusselt number was calculated fromQ
according to Eq.~1!.

5.2 Measurement of Fluid Flow. Measurements of the ve-
locity field at each window of the channel were obtained at two
different temperatures of the isothermal plate:Tw570°C andTw
5150°C. Each measurement consisted of five series of ten data
sets of velocity fields taken at a sample rate of 8 Hz, resulting in
50 data sets of velocity fields. The image analyses showed that the
maximum particle image displacements were of the order of 9
pixels. Adaptive interrogation areas from 64*64 to 32*32 pixels
with 50% overlapping were applied. The effects of in-plane loss
of particle pairs were minimized by zero-offsetting of the interro-
gation areas. Errors of the measured velocities due to the DPIV
device, the data acquisition and the post-processing were expected
to be below60.03 m/s.

Even if an optimum PIV experiment has been carried out, there
is always the probability of erroneous velocity vectors, usually
called outliers. Therefore, post-processing of the PIV results is
always necessary in order to detect and eliminate as many erro-
neous vectors as possible@13#. Outliers were detected by the me-

dian test performed by a self-written algorithm and substituted by
the local mean value of the nine surrounding velocities.

6 Results and Discussion

6.1 Parametric Study. A parametric study was carried out
varying channel lengthL, inter-plate spacingb, inclination angle
u, thermal emissivity of the platese and isothermal wall tempera-
tureTw and setting the ambient temperature atTa5300 K. Values
for each parameter were fixed within the interval range under
study and for equal sized intervals~see Section 2!. Four different
values forb and five different values for the other parameters were
used. This resulted in a total number of 2500 cases. The numerical
results obtained for all the cases were calculated with the level of
refinementn540, and using the convergence criterion and nu-
merical schemes as explained in Section 4. These numerical pa-
rameters are in accordance with the conclusions of the verification
process as discussed in Section 4. The conclusions of this verifi-
cation process focussed on the analysis of 4 of the 2500 cases
under study. Therefore, there was no guarantee that these numeri-
cal parameters would lead to results that were free of computa-
tional errors for all the situations. Thus, to discard non-credible
numerical solutions, all of them were submitted to a verification
test. This consisted of two steps. In the first step, the global ob-
served order of accuracyp, the normalized global grid conver-
gence index, GCI* , and the percentage of Richardson nodes, Rn,
were calculated by means of the post-processing tool; see Section
4. In the second step, the solutions were filtered according to the
post-processing results. The values of acceptance adopted were:p
within the interval@1:4#, GCI* below 1% and Rn over 40%. This
filtering criterion was fulfilled in 1842 cases out of the 2500.
Values of the parametersL, b, u, e, andTw2Ta for those cases
that did not fulfill the criterion were rather random, without clear
tendencies. More restrictive filtering led us to discard those solu-
tions with higher values of the number (b/L)Rab cosu. This was
mainly because the convergence with the mesh was more difficult
and, as a consequence, the number of Richardson nodes was
lower. Differences between the fit of the solutions that passed a
more restrictive filtering and the fit of the solutions finally ac-
cepted were not significant. Therefore, the given correlation was
not expected to be affected by wrongly converged solutions.

Computations were performed on a Beowulf cluster composed
by 48 personal computers~AMD K7 CPU at 900 MHz and 512
Mbytes of RAM! running with Debian Linux 2.1~kernel version
2.7.2.3!. Converging cases required between 15 to 30 minutes of

Fig. 3 Schematic of the setup. „a… General view. „b… Detail of the modules that make up
the isothermal plate.
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CPU time~including the three levels of the globalh-refinement!.
As initial guess for the coarse grid solution, a uniform map for the
temperatures and velocity components fields was assumed (T
5Ta , u521 m/s andv50). The coarse grid solution was used
as initial guess for the middle grid solution, and the middle grid
solution as the initial guess for the fine grid solution. With this
procedure, for most cases, the number of iterations required for
the convergence of each solution were about 2000, 1000, and 500
for the coarse, middle and fine grid, respectively. The calculations
of the non-converged cases were stopped when 3000 iterations of
the converging procedure~in any of the three levels of refinement!
were reached resulting in a total ‘‘lost’’ CPU time between 60 to
120 minutes.

6.2 Heat Transfer Relation. From the non-dimension-
alization of the governing equations and boundary conditions as
discussed in Section 3.3, is found that Nub depends on 6 different
governing numbers: Rab , b/L, cosu, e, Pl and R. By using a
single group (b/L)Rab cosu as a correlating group instead of the
three separate groups (b/L), Rab and cosu, the number of corre-
lating numbers was reduced to 4. This is a widely adopted practice
for inclined plates@3#. Furthermore, after an initial first evaluation
of the data to be fitted, the influence of the radiating groups
~Planck number andR! was shown to be negligible. Therefore, the
set of correlating numbers was reduced to 2. Accordingly, data of
all the 1842 solutions fulfilling the verification-filtering criterion
as described in Section 6.1 were fitted to a heat transfer relation
for the Nusselt number, Nub , in terms of the groups
(b/L)Rab cosu ande. The resulting relation reads:

Nub5F S 1

12
~b/L !Rab cosu D 22

1~0.59@~b/L !Rab cosu#1/4@11e4/5#4/5!22G21/2

(10)

The fitting process was carried out minimizing the average of the
relative differences between the data and the fitting relation by
means of the Powell method@14#. Several fitting procedures were
employed using different number of constants. The final fitting
process actually adopted was based on fixing all the parameters in
Eq. ~10!, except the two exponents that affect onlye. The corre-
lating exponents22 and 21/2 were selected according to Bar-
Cohen and Rohsenow@1#. Relation ~10! is shown to properly
represent all the numerical data. The maximum relative error be-
tween the fitted data and the correlation was found to be below
13% and the average relative error below 4%.

One outstanding issue is that in the case of non-radiating sur-
faces ~e50!, Eq. ~10! coincides exactly with the well-known
composite-relation proposed by Bar-Cohen and Rohsenow@1# for
laminar natural convection in parallel vertical~cosu51! asym-
metric isothermal plates. This relation was based on the analytical
solutions for the two limiting situations of fully developed laminar
flow and laminar flow along an isolated plate, and it was also
validated with experimental data obtained in short channels.

The main results of the fitting process are shown in Fig. 4. The
heat transfer relation~10! for the Nusselt number is presented in
Fig. 4~a!in terms of the parameter (b/L)Rab cosu ~abscissas!and
e ~five different lines corresponding to the valuese51, 0.75, 0.5,
0.25, and 0!.

The composite-relation of Bar-Cohen and Rohsenow for lami-
nar natural convection in parallel vertical asymmetric plates over-
laps the curve fore50. In addition, the composite-relation for
symmetric isothermal plates~both plates isothermal!, also given
by Bar-Cohen and Rohsenow, is presented in Fig. 4~a! with a
dashed line. This relation is used here for convenience with the
Nusselt number as defined in Eq.~1!, even though this is not the
standard definition for symmetric isothermal plates@1#.

The limiting situation of fully developed laminar flow~fully
developed limit!and laminar flow along an isolated plate~isolated
plate limit! are indicated in the figure by an arrow. While Nub in
the fully developed limit for symmetric or asymmetric isothermal
plates is identical, in the isolated plate limit Nub of the symmetric
isothermal plates is twice as large than that of the asymmetric
isothermal plates.

For (b/L)Rab cosu values larger than 102, the physical phe-
nomenon tends towards the isolated plate limit. For these cases
and at a fixed value of (b/L)Rab cosu, Nub increases with thee
from the value corresponding to asymmetric plates to the value
corresponding to symmetric plates. However, the Nub of the sym-
metric plates situation is never reached. This is explained by the
fact that the lower plate is unable to reach the temperature of the
isothermal plate along the entire channel even in situations using
black surfaces~e51!.

In the situations studied here (b/L)Rab cosu is never below
approximately 5* 100. In spite of this, the heat transfer relation
~10! is also consistent in this zone with the results of Bar-Cohen
and Rohsenow~fully developed limit!. All the computed Nub pre-
sented here tend to converge to the fully developed limit solution
for low values of (b/L)Rab cosu, showing no dependency on the
emissivity of the plates.

Fig. 4 Results from the fitting process. „a… Nub in terms of „b ÕL …Rab cos u and e. Solid
lines: heat transfer relation 10 for different values of emissivity of the plates e. Dashed line:
relation of Bar-Cohen and Rohsenow †1‡ for symmetric isothermal vertical plates using the
Nub number as defined in Eq. 1. Dots: fitted data. „b… Relative errors between the fitted data
and the heat transfer relation 10 in terms of „b ÕL …Rab cos u.
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The relative errors between the fitted data and the heat transfer
relation~10! are pictured in Fig. 4~b!in terms of (b/L)Rab cosu.
Major deviations are observed for (b/L)Rab cosu values between
5* 100 and 102. According to Bar-Cohen and Rohsenow@1#, Eq.
~10! is a composite relation derived from a linear superposition of
two known limiting expressions within which the Nub varies
smoothly ~i.e., the fully developed limit and the isolated plate
limit!. The zone of greatest observed relative errors coincides with
the intermediate zone between the two limiting expressions,
where it is more difficult for this type of composite relation to
properly accommodate the data. As can be observed, Eq.~10! fits
all data fairly accurately~with a maximum relative error below
8%! if ( b/L)Rab cosu is larger than 102.

Fitting errors in the intermediate zone could be reduced by a
fitting procedure permitting the variation of the constant that af-
fects the first term of Eq.~10! together with the two exponents
affectinge. The following relation was obtained:

Nub5F S 2

29
~b/L !Rab cosu D 22

1~0.59@~b/L !Rab cosu#1/4@11e4/5#4/5!22G21/2

(11)

The maximum relative fitting errors of this relation are below 9%
and the average relative errors around 2%. However, this relation
is not consistent with the solution of the fully developed limit for

low values of (b/L)Rab cosu, as the fitted parameter 2/29 was
applied instead of 1/12~which arises from the analytical solution
of the fully developed limit!.

6.3 Validation. As a final step to assess the credibility of
the heat transfer relation, the results of a validation test are pre-
sented in this Section. The direct comparison of solutions of the
numerical model to the experimental heat transfer and fluid flow
data obtained~see Section 5!are discussed. Numerical solutions
used in this validation test were implemented reproducing the ex-
perimental conditions.

The numerical and experimental values of the Nusselt numbers
are given in Table 3 together with the corresponding values from
the heat transfer relation~10!. Relative differences between these
and the Nub derived from the heat transfer relation are also indi-
cated. They remained below 10% in all cases.

The comparison of the numerical and experimental fluid flow
data is shown in Fig. 5 and Fig. 6. They correspond to the case of
Tw570°C andTw5150°C respectively. Compared is theu com-
ponent of the velocity normalized by the reference velocityv ref

5@Lgb(Tw2Ta)cosu#1/2. The upper index* indicates thatu was
normalized. Both figures contain two sets of data. Velocity profiles
at the central vertical section of each observation window are
shown at the bottom. At the top there are maps of local differences
Du* (x,y) between the numerical and experimental data in the
four observation windows. These maps of differences were ob-
tained by interpolating the experimental and numerical data at the
nodes of a regular mesh of 50*50 nodes, and by calculating the
differences at each of the nodes. Third-order accurate interpola-
tions were used to minimize additional errors in the data-
processing. Apart from a few large local differences in some
nodes caused by errors in the experimental data~white gaps close
to the top walls!, all local differences in theu* are below 10%.
However, the experimentalu* -profiles are not perfectly repro-
duced by the numerical profiles. Experimental measurements at
window # 2 of the case withTw570°C and at windows # 2 and
# 3 for Tw5150°C show an irregular velocity profile close to the
bottom wall. There is no clear explanation for these irregularities
in theu-profile, and therefore would require further investigation.

Table 3 Comparison of the Nu b obtained from the experiment,
from the numerical model and from the heat transfer relation
10. Relative differences with respect to the value correspond-
ing to the heat transfer relation are indicated within brackets in
percent.

(b/L)Rab cosu e

Nub

experimental numerical fit~Eq. 10!

3.2•102 1 4.18~2.6%! 4.31 ~0.5%! 4.29
5.1•102 1 5.01~3.3%! 4.98 ~2.7%! 4.85
6.7•102 1 5.52~6.1%! 5.40 ~3.8%! 5.20
8.7•102 1 6.09~9.5%! 5.86 ~5.4%! 5.56

Fig. 5 Comparison of the u -velocity obtained from the experimental setup and from the
numerical model for TwÄ70°C and TaÄlaboratory temperature. Top: map of differences in
the four observation windows. Bottom: profiles at the central vertical section of each
observation window. „Note: * means that the u -velocity is normalized by the reference
velocity v refÄ†Lg b„TwÀTa…cos u‡1Õ2.…
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7 Conclusions
A parametric numerical study was performed to obtain a rela-

tion of the Nusselt number for free air~Pr50.71!convection in
large asymmetric radiative coupled isothermal plates. Variations
in the channel length, the inter-plate spacing, the inclination of the
channel, the emissivity of the plates and the temperature differ-
ence between the isothermal wall and the ambient were taken into
account. The channels under study were beyond the applicability
range of the heat transfer relations already presented by other
authors, and that seemingly were limited to small aspect ratios,
lower Grashof numbers and did not consider radiation heat trans-
fer.

The parametric study involved 2500 different cases. All the
numerical solutions were subjected to a verification process to
asses their credibility. Estimates for their numerical uncertainty
and order of accuracy were obtained.

The Nusselt numbers of all the credible solutions were fitted to
a relation in terms of two numbers: the surface emissivity and a
modified Rayleigh number including the channel aspect ratio and
the inclination angle. In the case of non-radiating vertical plates,
the equation coincides with the previously available composite-
relations for lower Grashof numbers.

A final validation test was carried out by comparing numerical
data with experimental heat transfer and fluid flow data measured
in an ad-hoc experimental setup. The fluid flow was measured by
a Digital Particle Image Velocimetry device.
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Nomenclature

A 5 surface area of the isothermal plate m2

GCI 5 grid convergence index@5#
Gr 5 Grashof number
L 5 channel length, m

Nub 5 average Nusselt number, Eq.~1!
Pr 5 Prandtl number,nrcp /l

Pl 5 Planck number,l/bsTa
3

R 5 radiation number, (Tw2Ta)/Ta
Ra 5 Rayleigh number, Pr•Gr
Rn 5 percentage of Richardson nodes@4#

P 5 total heat loss of the setup, W
Q 5 total heat transfer rate from the plates to the air, W

Qloss 5 heat loss of the setup with channel closed, W
T 5 temperature, K

Ta 5 ambient temperature, K
Tw 5 isothermal plate temperature, K
To 5 reference temperature, K
b 5 inter-plate spacing, m

cp 5 specific heat at constant pressure, J/kgK
g 5 gravitational acceleration, m/s2

n 5 parameter used to represent the mesh, see Fig. 1~b!
p 5 global observed order of accuracy

pd 5 dynamic pressure, Pa
u, v 5 velocity components, m/s

v 5 magnitude of the velocity vector, m/s
x, y 5 Cartesian coordinates, m, see Fig. 1

Greek Symbols

DT 5 temperature difference, K
b 5 volumetric coefficient of thermal expansion, 1/K
e 5 emissivity of the plates
l 5 thermal conductivity, W/mK
n 5 kinematic viscosity, m2/s
r 5 density, kg/m3

s 5 Stefan-Boltzmann constant, W/m2K4

u 5 angle of inclination of the channel respect to the
gravity direction, deg

Superscripts

* 5 normalized value
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Self-Preserving Properties of
Unsteady Round Buoyant
Turbulent Plumes and Thermals
in Still Fluids
The self-preserving properties of round buoyant turbulent starting plumes and starting
jets in unstratified environments. The experiments involved dye-containing salt water
sources injected vertically downward into still fresh water within a windowed tank. Time-
resolved images of the flows were obtained using a CCD camera. Experimental conditions
were as follows: source diameters of 3.2 and 6.4 mm, source/ambient density ratios of
1.070 and 1.150, source Reynolds numbers of 4,000–11,000, source Froude numbers of
10–82, volume of source fluid for thermals comprising cylinders having the same cross-
sectional areas as the source exit and lengths of 50–382 source diameters, and stream-
wise flow penetration lengths up to 110 source diameters and 5.05 Morton length scales
from the source. Near-source flow properties varied significantly with source properties
but the flows generally became turbulent and then became self-preserving within 5 and
20–30 source diameters from the source, respectively. Within the self-preserving region,
both normalized streamwise penetration distances and normalized maximum radial pen-
etration distances as functions of time were in agreement with the scaling relationships
for the behavior of self-preserving round buoyant turbulent flows to the following powers:
time to the 3/4 power for starting plumes and to the 1/2 power for thermals. Finally, the
virtual origins of thermals were independent of source fluid volume for the present test
conditions. @DOI: 10.1115/1.1597620#

Keywords: Fire, Heat Transfer, Plumes, Thermal, Turbulence

Introduction
Recent theoretical and experimental studies of the temporal de-

velopment of round nonbuoyant turbulent starting jets and puffs
~the latter due to brief releases of a nonbuoyant source fluid! @1,2#,
in still environments~denoted starting jets and puffs in the follow-
ing! were extended to consider the corresponding buoyant flows,
e.g., round buoyant turbulent starting plumes and thermals~the
latter due to brief releases of a buoyant source fluid!, in still and
unstratified environments~denoted starting plumes and thermals
in the following!. Study of these flows is motivated by practical
applications to the unconfined and unsteady turbulent flows result-
ing from the initiation of steady and interrupted buoyant fluid
releases caused by process upsets, unwanted fires, and explosions,
among others. The general configuration of these flows is illus-
trated in Fig. 1 for the familiar cases of rising positively-buoyant
starting plumes and thermals. Due to their simplicity, the present
flows also are of interest as classical buoyant turbulent flows that
illustrate the development of unsteady turbulent flows. In addition,
due to their well-defined initial and boundary conditions, and their
simple geometry, observations of these flows are useful to provide
data needed to evaluate detailed methods for predicting the prop-
erties of buoyant turbulent flows. Similar to earlier studies of
starting jets and puffs of Refs.@1# and@2#, the present experiments
emphasized conditions far from the source where effects of source
disturbances are lost and flow structure is largely controlled by its
conserved properties. For such conditions, the flows approximate
self-preserving turbulent behavior fixed by their conserved prop-
erties and appropriately scaled flow properties are independent of
streamwise distance. The advantages of self-preserving turbulent

flows are that the properties of this region significantly simplify
both the presentation of measurements of these flows, and numeri-
cal simulations needed to model these flows, because effects of
source disturbances have been lost and flow properties scale in a
relatively compact manner.

Past experimental, theoretical and computational studies of
steady plumes have been carried out by a number of workers
because this flow configuration involves a classical fundamental
flow that is characterized by only a few parameters. Early studies
and reviews of this work can be found in Rouse et al.@3#, Morton
et al. @4#, Morton @5#, Turner@6#, Seban and Behnia@7#, Yih @8#,
Yih and Wu@9#, George et al.@10#, Chen and Chen@11# and List
@12#. Most of this early research concentrated on developing the
scaling relationships for self-preserving behavior and carrying out
measurements to find mean flow properties in terms of self-
preserving variables. Subsequent studies of steady plumes sought
more detail about the turbulence properties and the development
of the flows toward self-preserving conditions, see Papanicolaou
and List @13#, Papantoniou and List@14#, Peterson and Bayazito-
glu @15#, Dai et al.@16–18#, and references cited therein. A sur-
prising feature of the steady plume measurements of Dai et al.
@16–18#was that self-preserving behavior was only observed at
distances farther from the source than previously thought, e.g.,
distances greater than roughly 80 source diameters. In contrast,
recent studies of starting jets and puffs of Refs.@1# and @2#, indi-
cated that these flows reached self-preserving behavior at dis-
tances as small as 20–30 source diameters from the source. The
reasons for these discrepancies are unknown, although different
source exit states, effects of unsteadiness, effects of buoyancy and
effects of the parameter being studied, have been suggested as
possible mechanisms controlling the approach to self-preserving
behavior@1#. Clearly, however, these observations raise concerns
about whether existing measurements of the self-preserving be-
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havior of round buoyant turbulent unsteady flows were carried out
far enough from the source to properly observe self-preserving
behavior.

Starting plumes and thermals have received less attention than
steady plumes. Representative studies include Turner@19#,
Middleton @20#, Delichatsios@21#, Pantzloff and Lueptow@22#,
and references cited therein, for starting plumes, and Scorer@23#,
Turner @24,25#, Fay and Lewis@26#, Batt et al.@27#, Thompson
et al. @28#, Turner@29#, Morton@30#, and references cited therein,
for thermals. These studies have provided self-preserving scaling
relationships that describe the main features of starting plumes
and thermals, however, corresponding measurements of the self-
preserving properties of these flows are surprisingly limited and
involve concerns about whether self-preserving conditions were
actually achieved as mentioned earlier.

In view of the previous discussion, the present investigation
considered the self-preserving properties of starting plumes and
thermals in still and unstratified environments. The specific objec-
tives of the study were as follows:

1. Measure the streamwise~vertical! and radial penetration
properties of these flows as a function of time for various
source diameters, source Reynolds numbers, source Froude
numbers, source/ambient density ratios and amounts of in-
jected source fluid~the last for thermals!.

2. Use the measured penetration properties to evaluate self-
preserving scaling and determine the empirical factors
needed to correlate the streamwise~vertical! and the radial
penetration properties of these flows.

Experimental methods were generally similar to the earlier
studies of starting jets and puffs of Refs.@1# and@2#, except for the
obvious differences needed to consider buoyant flows. Thus, the
present experiments involved salt water sources injected vertically
downward into a still fresh water bath, with buoyancy levels var-
ied by using sources having different salt concentrations. Penetra-
tion properties were measured from flow visualizations consisting
of time-resolved video records of dye-containing injected source
liquids.

Experimental Methods

Test Apparatus. The experiments involved salt water model-
ing of buoyant turbulent flows as suggested by Steckler et al.@31#.
A sketch of the test apparatus appears in Sangras et al.@1#. The
apparatus consisted of a Plexiglass~18 mm thick!tank open at the
top. The volume of water inside the tank was rectangular and had
inside plan dimensions of 6103720 mm and depth of roughly 400
mm. Water for the tank was obtained from the laboratory water
supply but the water was degassed of dissolved air before use by
allowing it to heat to room temperature followed by agitation. The
dense salt-containing starting plume or thermal liquid settled natu-
rally to the bottom of the tank and was removed after every three
tests to prevent the ambient fluid density from increasing more
than 0.1% above its nominal value.

The starting plume and thermal source flows were injected into
the tank through smooth round tubes having inside diameters of
3.2 and 6.4 mm, with injector passage length/diameter ratios of
100 and 50, respectively, to help insure fully-developed turbulent
pipe flow at the injector exit for sufficiently large injector Rey-
nolds numbers@32#. The tubes were mounted vertically and dis-
charged downward, roughly 5 mm below the liquid surface. The
tubes passed through a plane horizontal Plexiglass plate~280
3432 mm plan dimensions312 mm thick!with a tight fit. The
tube ~source!exits were mounted flush with the lower surface of
the plexiglass plate to provide well-defined entrainment condi-
tions near the source exit. The source liquid was supplied to the
tubes using up to two syringe pumps~Harvard Apparatus, PHD
2000, Model 70–2000 Syringe Pump, each with four 150 cc sy-
ringes having volumetric accuracies of61% and mounted in par-
allel!. The pumps were computer controlled to start, stop and de-
liver liquid at preselected times and rates. The pumps were
calibrated by collecting liquid for timed intervals. The discharge
properties of the pumps were found as discussed by Sangras et al.
@1#: pump delivery rates were essentially constant with short de-
velopment periods upon starting and stopping the pump handled
by extrapolating the constant delivery portions to the zero flow
rate condition and finding equivalent origins for start and stop

Fig. 1 Sketches of starting plumes and thermals
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times. A plot illustrating the pump flow rate transients when the
pumps were started and stopped appears in Sangras et al.@1#.

The salt water source liquids were prepared by adding appro-
priate weights of salt~certified ACS crystal sodium chloride,
100.2% assay!to given volumes~weights!of water based on the
tabulation of liquid densities as a function of salt concentration
due to Lange@33#. These results were checked satisfactorily using
precision hygrometers~Fisher Scientific, Cat. No. 11–583D, hav-
ing 0.2% accuracies!. The absolute viscosities of the test liquids
were measured directly using a Cannon/Fenske viscometer; this
information was then combined with the known densities to ob-
tain kinematic viscosities for each source liquid considered during
the present investigation. Red vegetable dye was added to the
source liquid in order to facilitate flow visualization at a concen-
tration of 0.15% dye by volume.

Instrumentation. Measurements of starting plume or thermal
dimensions as a function of time were obtained from video
records. The water bath was illuminated for these observations
using two 650 W quartz lamps~Color Tran. Quartz king dual 650,
Model 116-011!. The appearance of the dye-containing injected
source liquid was recorded as a function of time using a color
video CCD camera~Panasonic Model No. WV-CL 352!. This
camera has a 6823492 pixel array~yielding a resolution of 0.5
mm per pixel for present conditions! with an 8-bit dynamic range,
and a 12 mm focal length3f1.8 lens~WV aspherical-LA/208!.
Color still photographs of the flows were also obtained using a
Nikon FM2 camera having an 85 mm focal length3f1.4 lens
using conventional Fuji-color film.

The video records were analyzed to provide the maximum
mean streamwise penetration distances~taken as the average of
the largest streamwise distance of injected source liquid from the
jet exit! and the mean maximum radial penetration distance as a
function of time from the start of injection, and the mean radial
penetration distances of the plume-like portion of these flows as a
function of distance from the injector exit at various times after
the start of injection. These mean values were obtained by aver-
aging the results of three separate tests at a particular jet exit
condition.~Note that each test condition provided numerous data
points, so that only three tests at each condition provided rather
dense plots of the data within the experimental uncertainties noted
in the following.!Experimental uncertainties~95% confidence!of
the measurements from the video records were similar to Sangras
et al. @1#, as follows: less than 7% for times from the start of
injection, less than 8% for mean maximum streamwise penetra-
tion distances and less than 15% for mean maximum radial pen-
etration distances. The experimental uncertainties of the stream-
wise and radial penetration distances were largely governed by
sampling errors due to the irregular turbulent boundaries of the
present buoyant turbulent flows but also include fundamental ac-
curacies of distance and time calibrations and measurements.

Test Conditions. Test conditions for the present round buoy-
ant turbulent starting plumes and thermals are summarized in
Table 1. The test conditions involved source diameters of 3.2 and
6.4 mm; source passage length/diameter ratios of 100 and 50;
source/ambient density ratios of 1.070 and 1.150; source Reynolds
numbers of 4000–11,000; source Froude numbers of 10–82; nor-
malized volume of source fluid for thermals,Qo /(Aod), of 50–
382; streamwise flow penetration lengths, (xp2xo)/d, up to 110
and, (xp2xo)/,M , up to 5.05. It should be noted that the present
range of source Froude numbers involves values generally larger
than the asymptotic value of roughly 5 for steady round turbulent
buoyant plumes in the self-preserving region, this implies gener-
ally over-accelerated source flows as defined by George et al.
@10#. Finally, experimental uncertainties for values of the source
Reynolds and Froude numbers are less than 5%.

Scaling Methods

Self-Preserving Region. Two parameters that are useful for
estimating when round buoyant turbulent flows from steady and
interrupted sources become self-preserving are the distance from
the virtual origin normalized by the source diameter, (x2xo)/d,
and the distance from the virtual origin normalized by the Morton
length scale, (x2xo)/,M , see Dai et al.@16#. The first parameter
is pertinent to both buoyant and nonbuoyant flows and measures
the distance needed to modify distributions of mean and fluctuat-
ing properties from conditions within a passage, typical of most
sources, to conditions within an unbounded flow, e.g., the distance
needed for the transition region required to eliminate source dis-
turbances. The second parameter is only pertinent to buoyant
flows and measures the distance needed for buoyancy-induced
momentum to dominate the momentum of the source flow~which
can be either an excess of this momentum for an over-accelerated
source or a deficiency of this momentum for an under-accelerated
source@10#!. The Morton length scale is defined as follows for
steady buoyant turbulent flows from round sources having uni-
form properties@5,12#:

,M /d5~p/4!1/4~r`uo
2/~gduro2r`u!!1/2 (1)

where an absolute value has been used for the density difference
in order to account for both rising and falling flows~under the
limitation that the source flow is directed accordingly in the rising
or falling direction, as opposed to fountains where the source flow
is in the direction opposite to the eventual direction of the flow as
a result of effects of buoyancy, e.g., the flows considered by
Pantzlaff and Lueptow@22# and Baines et al.@34,35#!. The source
Froude number, Fro , is proportional to,M /d for uniform source
properties, as follows@12,16#:

Fro5~4/p!1/4,M /d (2)

The source Froude number is often used to characterize the initial
degree of buoyant behavior of a source, e.g., Fro50 and` repre-
sent purely buoyant and purely nonbuoyant sources, respectively.
As mentioned earlier, past studies of steady round buoyant turbu-
lent plumes suggest (x2xo)/d.80 and involved (x2xo)/,M
.10 for self-preserving conditions, based on distributions of
mean mixture fractions and streamwise velocities, see Dai et al.
@16# and references cited therein. Another important criterion for
self-preserving flows is that properties within the flow should not
be very different from ambient properties so that property changes
are very nearly linear functions of the degree of mixing~i.e., the
relative properties of injected and ambient fluid in a sample, see

Table 1 Summary of test conditions for starting plumes and
thermals a

Parameter Value

Source diameter, d 3.2 and 6.4 mm
Source passage length/diameter ratio, L/d 50 and 100
Ambient fluid Water
Source fluid Salt water mixtures
Ambient fluid density,r` 998 kg/m3

Ambient fluid kinematic viscosity,n` 1.0 mm2/s
Source fluid density,ro 1070 and 1150 kg/m3

Source fluid kinematic viscosity,no 1.11 and 1.36 mm2/s
Source flow rate, Q˙

o
15–30 cc/s

Source/ambient fluid density ratio,ro /r` 1.070 and 1.150
Source Reynolds number, uod/no 4,000–11,000
Source Froude number, (r`uo

2/(gduro2r`u))1/2 10–82
Source fluid discharged for thermals, Qo /~Aod) 50–382
Streamwise penetration distance, (xp2xo!/d 0–110
Streamwise penetration distance, (xp2xo)/,M 0–5.05
Characteristic flow time, (t2td!/t* 0–2,000

aSalt water jets injected from round tubes into a still volume of fresh water having
dimensions of 61037203400~deep!mm at an ambient pressure and temperature of
9960.5 kPa and 29760.5 K.
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Dai et al.@16–18#for examples of measurements of the degree of
mixing of buoyant turbulent flows!. For the present flows, where
the main property variation involves the density, this last criterion
for self-preserving behavior impliesuro2r`u/r`!1. Present test
conditions are limited to maximum values ofuro2r`u/r`
50.150, see Table 1; therefore, this last criterion was generally
satisfied during the present study.

Self-Preserving Scaling. Assuming that the flow is within the
self-preserving region, expressions for the streamwise flow pen-
etration distance of the present round buoyant turbulent flows
from steady and interrupted sources are available from past work,
see Morton et al.@4#, Morton @5#, Turner @6,19,24,25#, George
et al. @10#, List @12#, Delichatsios@21#, Pantzlaff and Lueptow
@22#, Scorer@23#, Batt et al.@27#, Baines et al.@34#, and refer-
ences cited therein. The configurations of the present starting
plumes and thermals are illustrated in Fig. 1.~Note that present
flows involve falling negatively-buoyant starting plumes and ther-
mals, however, all images of these flows are inverted to represent
them as rising positively-buoyant starting plumes in the following
to provide a more familiar flow convention for most readers.! It
should be noted that both rising and falling flows involve progres-
sive approach of the flow density to the ambient density with
increasing distance from the source so that they have correspond-
ingly similar buoyant flow properties. Initiating a flow from a
subsequently steady source leads to the starting plume, whereas
initiating a flow from an interrupted source leads to a thermal.

Major assumptions for present considerations are similar to ear-
lier determinations of self-preserving flow scaling as discussed by
List @12#, as follows: physical property variations in the flows are
assumed to be small~i.e., the flows are assumed to be weakly
buoyant so that density variations are nearly linear functions of
the degree of mixing, as discussed earlier!; steady sources are
assumed to start instantly and subsequently maintain constant
source properties, including constant source flow rates; interrupted
sources are assumed to start and stop instantly and maintain con-
stant source properties during the period of flow, including con-
stant source flow rates; extrapolated temporal origins or termina-
tions of flow conditions are used to handle the small transient
periods when the pump flows are initiated or terminated as dis-
cussed in Ref.@1#; and virtual origins for the streamwise distance
are used to maximize conditions where self-preserving behavior is
observed. Finally, source flow properties are assumed to be uni-
form similar to the conditions required for Eqs.~1! and ~2! to be
correct. This last approximation is not a critical assumption, how-
ever, because the details of the conserved properties of the flows
are adequately prescribed by mean source properties within the
self-preserving regions of the present flows.

Under these assumptions, the temporal variation of the maxi-
mum streamwise penetration distance can be expressed as follows
within the self-preserving regions of the present unsteady turbu-
lent flows ~see Morton et al.@4#, Morton @5#, and Taylor@6# for
examples of the methodology and earlier determinations of scal-
ing relationships for buoyant turbulent flows!:

~xp2xo!/d5Cx~~ t2td!/t* !n (3)

wheretd is the extrapolated temporal origin of initiation of pump
flow to the source that was discussed earlier. The corresponding
temporal variation of the maximum radial penetration distance can
be expressed most conveniently in terms of the streamwise pen-
etration distance, as follows:

r p /~xp2xo!5Cr (4)

The values ofCx , Cr , xo , td , t* , andn vary depending upon the
particular unsteady flow that is being considered. The values ofCx
and Cr , xo , and td are best-fit empirical parameters of the self-
preserving scaling relationships and will be considered later when
the measurements are discussed. However, the values oft* andn

follow from the requirements of conserved properties for self-
preserving flows and can be expressed as follows for the present
unsteady flows:

t* 5~d4/Ḃo!1/3, n53/4; starting plume (5)

t* 5~d4/Bo!1/2, n51/2; thermal (6)

In these equations,Ḃo is the conserved source specific buoyancy
flux in a starting plume andBo is the conserved source specific
buoyancy force in a thermal, which are the properties of these
flows that define this self-preserving scaling. Under the present
assumptions of uniform source properties, the conserved source
specific buoyancy flux for a plume and the source specific buoy-
ancy force for a thermal can be found from source properties, as
follows @12#:

Ḃo5Q̇oguro2r`u/r` ; starting plume (7)

Bo5Qoguro2r`u/r` ; thermal (8)

where an absolute value has been used for the density difference,
as before, to account for both rising and falling flows.

The expressions for the vertical penetration distances of starting
plumes and thermals, Eqs.~3!, ~5!, and ~6!, are convenient for
illustrating the development of these flows toward self-preserving
behavior and the subsequent variation of streamwise penetration
distances as functions of time. These formulations are somewhat
misleading, however, because they involve the source diameter
which is not a relevant variable of self-preserving flows. This is
apparent becaused cancels out of Eqs.~3! and ~5! for starting
plumes and out of Eqs.~3! and~6! for thermals at self-preserving
conditions to yield the following expressions for the vertical pen-
etration distances of these flows in still environments:

~xp2xo!/~Ḃo
1/3~ t2td!!3/45Cx ; starting plume (9)

~xp2xo!/~Bo
1/2~ t2td!!1/25Cx ; thermal (10)

where the theoretical values for self-preserving starting plumes
and thermals,n53/4 and 1/2, have been used in Eqs.~9! and~10!.

To compare present results for starting plumes and thermals
with the earlier results of Refs.@1# and @2# for starting jets and
puffs, it is useful to have the self-preserving scaling relationships
for the nonbuoyant flows. In this case, Eqs.~3! and ~4! apply as
before for maximum streamwise and radial penetration distances
as functions of time. Values oft* and n, however, differ for the
nonbuoyant flows and take on the following values@1,2#;

t* 5d2/~Q̇ouo!1/2, n51/2; starting jet (11)

t* 5d4/~Qouo!, n51/4; puff (12)

Finally, proceeding in the same manner as before, the source di-
ameter can be factored out of these equations to yield the follow-
ing self-preserving equations for the streamwise penetration dis-
tances@2#:

~xp2xo!/~~Q̇ouo!1/2~ t2td!!1/25Cx ; starting jet (13)

~xp2xo!/~~Qouo!~ t2td!!1/45Cx ; puff (14)

where the theoretical values for self-preserving starting jets and
puffs, n51/2 and 1/4, have also been used in Eqs.~13! and~14!.

Results and Discussion

Overview. The ranges of Reo and (xp2xo)/d and the values
of n, Cx , Cr , andxo /d for starting jets and plumes are summa-
rized in Table 2. Corresponding ranges of Reo , (xp2xo)/d and
Qo /(Aod) and the values ofn, Cx , Cr , andxo /d for puffs and
thermals are summarized in Table 3. For present measurements,
the time delay was subtracted from the original time records to
correct for startup conditions.
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The virtual origins for each of the present flows were found by
plotting ((t2to)/t* )n as a function ofxp /d for every test condi-
tion. A linear fit of the far-field data was then developed for each
flow so that solution of this fit at time (t2td)50 determined the
virtual origin, xo /d. The values ofxo /d were relatively constant
for each flow; this will be illustrated later for thermals. As a result,
a mean value ofxo /d could be found for each flow and is sum-
marized~along with its experimental uncertainty! with the other
self-preserving parameters of each flow in Tables 2 and 3.

Starting Plumes. Video images of a typical starting plume in
a still environment at various times after initiation of the source
flow are illustrated in Fig. 2. The general appearance of a typical
starting plume illustrated in Fig. 2 is qualitatively similar to a
typical starting jet illustrated in Sangras et al.@1#. The flow

boundary is relatively smooth near the source but becomes rough-
ened and turbulent-like a few diameters from the source exit at
small times after initiation of the source flow. The starting plumes
generally exhibited roughened surfaces nearer to the jet exit than
the corresponding starting jets@1#, however, this is consistent with
the widely recognized increased instability of plumes compared to
jets, e.g., plumes intrinsically involve effects of Rayleigh-Taylor
instability near the axis of the flow due to the approach of the flow
to the ambient density as the streamwise distance increases~inde-
pendent of whether the flow is a rising positively-buoyant flow or
a falling negatively-buoyant flow! which naturally are absent from
nonbuoyant flows, see Dai et al.@16#. The radius of the starting
plume is seen to increase smoothly from the source exit to the
maximum radius condition near the tip of the plume, with no

Table 2 Summary of the properties of starting jets and plumes a

Source Reo (xp2xo!/d
b n Cx Cr xo /d

Starting Jets:
Diez et al.@2# 3,000–12,000 140 1/2 2.8~0.06! 0.15 ~0.003! 0.0
Starting Plumes:
Present 4,000–11,000 110 3/4 2.7~0.09! 0.16 ~0.006! 7.0 ~1.7!
Turner @19# ¯ ¯ 3/4 ¯ 0.1860.03 ¯

aInjection of starting jets and plumes into still and unstratified environments. Experimental uncertainties~95% confidence! in
parenthesis.
bMaximum streamwise penetration distances observed.

Table 3 Summary of the properties of puffs and thermals a

Source Reo (xp2xo!/d
b Qo /~Aod) n Cx Cr xo /d

Puffs:
Diez et al.@2# 3,000–12,000 100 30–191 1/4 2.6~0.06! 0.17~0.005! 8.5~2.0!
Thermals:
Present: 4,000–11,000 110 50–382 1/2 2.7~0.05! 0.19~0.003! 8.5~0.7!
Scorer@23# ¯ ¯ ¯ 1/2 ¯ 0.26 ¯

Turner @25# ¯ ¯ ¯ 1/2 ¯ 0.25 ¯

Thompson
et al. @28#

¯ ¯ ¯ ¯ ¯ 0.24 ¯

aInjection of puffs and thermals into still and unstratified environments. Experimental uncertainties~95% confidence! in paren-
thesis.
bMaximum streamwise penetration distances observed.

Fig. 2 Visualization of a starting plume „dÄ3.2 mm, u oÄ3700 mmÕs, ro Õr`Ä1.150, ReoÄ9000 and Fr oÄ58.5…
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evidence of a cap-like structure associated with the leading vor-
tex; notably, the general appearance of starting jets was similar,
see flow visualizations in Sangras et al.@1# and Pantzlaff and
Lueptow @22# for starting jets.

Normalized streamwise~vertical! penetration distances for
starting plumes are plotted as a function of dimensionless time,
according to the self-preserving scaling of Eqs.~3! and~5!, in Fig.
3. However, near-source behavior varies depending upon source
properties, present source flows correspond to over-accelerated
flows (Fro.5) so that the flows generally decelerate at first before
self-preserving conditions are approached. All the measurements
for the starting plumes are seen to follow the self-preserving cor-
relation at large dimensionless times, e.g., at (t2td)/t* .20.
However, this implies reaching self-preserving distances at scaled
times somewhat smaller than was the case for starting jets, where
self-preserving behavior was not approached until (t2td)/t*
.100 @1#; recall, however, that the definitions oft* for the two
flows differ, see Eqs.~5! and ~11!. In contrast, streamwise pen-
etration distances needed to approach self-preserving conditions
are comparable for starting jets and plumes, (xp2xo)/d
.20– 30, where the normalized penetration distance expression is
identical for both flows, see Sangras et al.@1#, which is much
nearer to the source than the values of (x2xo)/d.80 needed to
reach self-preserving behavior for steady round buoyant turbulent
plumes based on measured mean and fluctuating concentration
and velocity distributions@16–18#. Reasons for this behavior have
been suggested, as follows@1#: stabilities of starting and steady
turbulent flows are fundamentally different, and distances needed
for self-preserving flow frequently depend upon the property that
is observed. For example, the turbulence spectra of streamwise
and cross-stream velocity fluctuations approach self-preserving
behavior for steady plumes at streamwise distances of (x2xo)/d
'25 that are much smaller than streamwise distances required for
self-preserving behavior of other properties in these flows@16#.
Notably, flow behavior within the self-preserving region is rela-
tively independent of the variations of source diameter, Reynolds
number, source/ambient density ratio and source Froude number
considered in Fig. 3.

Another interesting observation concerning the self-preserving
behavior of starting plumes in Fig. 3 is that (xp2xo)/,M is only
greater than 0.3 for the range of the present data satisfying self-
preserving behavior of starting plumes, which seems relatively

small. For example, the experimental range for self-preserving
behavior of steady plumes was (x2xo)/,M.10 for the studies of
Dai et al. @16–18#, although it should be noted that no attempt
was made to find limiting values of (x2xo)/,M for self-
preserving behavior during these studies. One explanation of why
(xp2xo)/,M can be relatively small for self-preserving behavior
of starting plumes is that source velocities decay relatively rapidly
for starting jets compared to starting plumes, e.g., the ratio of the
penetration velocities of starting-plumes/starting-jets is propor-
tional to (xp2xo)2/3. Thus, it appears that flow momentum due to
effects of buoyancy develops sufficiently rapidly so that effects of
source momentum do not disturb self-preserving starting plume
behavior when (xp2xo)/d is 20–30, even though (xp2xo)/,M is
as small as 0.3, or Fro is as large as 82. Chen and Chen@11#
discuss this issue but more study of the combined effects of large
(xp2xo)/d, to control effects of source disturbances, and large
(xp2xo)/,M , to control effects of source momentum, on the self-
preserving behavior of starting plumes clearly would be useful.

Measurements of maximum streamwise~vertical! penetration
distances of starting plumes are plotted in terms of the dimension-
less self-preserving streamwise penetration parameter of Eq.~9!
as a function of normalized vertical penetration distance in Fig. 4.
Plotted in this manner, it is evident that the self-preserving param-
eter has a variety of values near the source depending on source
properties and distance from the source, however, the self-
preserving parameter approaches a constantCx52.70 for vertical
penetration distances greater than 20–30 source diameters from
the source. The fact thatCx is on the order of unity, as expected,
is also supportive that physically realistic conditions for self pres-
ervation have been identified in Fig. 4.

Normalized maximum radial penetration distances~found near
the jet tip as illustrated in Fig. 1! of starting plumes are plotted
according to self-preserving scaling based on Eq.~4! in Fig. 4.
The normalized maximum radial penetration distance has rela-
tively large values in the region nearest the source where measure-
ments were made; this is expected, however, because this property

Fig. 3 Streamwise penetration distances of starting plumes
and thermals as functions of time

Fig. 4 Streamwise and radial penetration distances of starting
plumes as functions of streamwise penetration distance
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becomes unbounded at the virtual origin. The normalized maxi-
mum radial penetration distance decreases progressively with in-
creasing streamwise distance and becomes relatively constant in
the self-preserving region where (xp2xo)/d.20– 30. This radial
flow parameter approaches self-preserving behavior in nearly the
same manner as the dimensionless self-preserving streamwise
penetration distance that is also plotted in Fig. 4. For self-
preserving conditions,r p /(xp2xo)5Cr50.16 for the present
measurements. This value is just slightly larger than the corre-
sponding value found for starting jets ofCr50.15 @1#; it is also
comparable to the outer boundary of steady round buoyant turbu-
lent plumes based on measurements of mean mixture fraction and
velocity distributions@16,17#.

Two other parameters were measured to help describe the struc-
ture of starting plumes in addition toCx andCr . The first, called
the trailing plume radius, is plotted in Fig. 5 as a function of
streamwise distance. The starting plumes were assumed to consist
of a starting vortex and a trailing plume. The starting vortex was
assumed to be circular with a radius given by the maximum radial
penetration of the tip of the plume. The portion of the plume
behind this starting vortex was called the trailing plume~i.e., from
the source up to this location!. The penetration radii of the trailing
plume were measured as a function of both streamwise distance
and time. As can be seen from Fig. 5, the dimensionless trailing
plume radii eventually reach a mean value ofr p /(x2xo)50.13
for (x2xo)/d.30– 40. This behavior typifies the tendency of ra-
dial penetration properties to approach self-preserving behavior
somewhat slower than streamwise penetration properties.

The second additional parameter of interest for describing the
behavior of starting plumes was the steady plume radius. The
starting plume was allowed to run for a time. After the leading
vortex passes by, the turbulent plume becomes steady or station-
ary. The radius of this steady plume was measured as a function of
streamwise distance and normalized to obtain values of the re-
duced steady jet radius that also are illustrated in Fig. 5. This
radius decreases with increased streamwise distance from the
source for the same reason as the maximum radial penetration
distance discussed in connection with Fig. 4. This parameter even-
tually approaches an asymptotic value ofr p /(x2xo)50.17 for
(x2xo)/d.30– 40, which is significantly larger thanCr for the
trailing plume in Fig. 5, suggesting gradual radial growth of the
trailing plume after the plume tip has passed a given location.
However, it should be noted that the present radial penetration
distances are visible radii, and are likely to be larger thane21

radii based on reduction of distributions of concentrations of
source fluid, mean velocities and turbulence properties, normal-
ized by their centerline values.

A summary of values ofn, Cr , Cx , andxo /d is provided in
Table 2, based on the measurements of Diez et al.@2# for starting
jets and the measurements of Turner@19# and the present investi-
gation for starting plumes. The results forn from all the studies
agree with the expectations of self-preserving scaling and the val-
ues ofCr from Ref.@2# for starting jets and from the present study
for starting plumes are nearly identical. The values ofCx for the
nonbuoyant and buoyant flows also are nearly the same, even
though the scaling parameter,t* , for the two flows is not the

Fig. 5 Radial penetration distances of the trailing and steady
plume regions of starting plumes as functions of streamwise
distance

Fig. 6 Visualization of a thermal „dÄ3.2 mm, u oÄ1850 mmÕs, ro Õr`Ä1.150, ReoÄ4000, FroÄ29.3 and
Qo Õ„A od …Ä130…
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same, see Eqs.~5! and ~11!. Finally, xo /d could not be distin-
guished from zero for the starting jets but had a mean value of
xo /d57.0 for the starting plumes.

Thermals. Video images of a typical thermal at various times
after initiation of the flow are illustrated in Fig. 6. The present
observations of thermals are qualitatively similar to earlier obser-
vations of thermals in the literature due to Turner@19# and Scorer
@23#, and they also are qualitatively similar to the earlier observa-
tions of puffs due to Sangras et al.@1#. The appearance of the
thermal in the early stages, when the source flow is maintained, is
naturally identical to a starting plume~this involves the first pho-
tograph at 300 ms after the start of source flow in Figs. 2 and 6!.
Once the source flow is terminated, the leading turbulent vortex
and the trailing plume continue to penetrate into the still liquid.
However, there is an interesting difference, between the near-
source properties of thermals and puffs. In particular, buoyancy-
induced motion in a thermal causes the stem between the plume-
like region of the thermal and the source to disappear relatively
rapidly; in contrast, a thin stem connecting the jet-like region of a
puff and the source remains as a prominent feature of the flow
throughout the period of observation of puffs, see Sangras et al.
@1#. The buoyant motion also causes the trailing plume-like region
of a thermal to merge relatively rapidly with the leading vortex
compared with puffs. The main difference between the motion of
the upper regions of a starting plume and a thermal is that the
latter has a smaller velocity once the source flow has ended; this is
evident from the different scaling rules of starting plumes and
thermals from Eqs.~3!, ~5!, and~6!, e.g., (xp2xo);(t2td)n with
n53/4 and 1/2 for starting plumes and thermals, respectively. In
addition, continued penetration of the thermal implies continued
increases of the volume of the leading vortex; this causes the
trailing plume to eventually be engulfed by the leading vortex
followed by continued dilution of the leading vortex. Thus, there
is significant potential for several different flow regimes during
the development and eventual self-preserving flow periods of the
lifetime of a thermal; although the general scaling behavior of
both thermals and puffs did not exhibit significant changes as the
leading vortex engulfed the trailing plume and jet, respectively.
Finally, the maximum radial penetration distances are similar for
thermals and puffs, whereas both are larger than the corresponding
radial penetration distances of starting plumes and jets.

Normalized streamwise~vertical!penetration distances for ther-
mals are plotted as a function of dimensionless time, according to
the self-preserving scaling of Eqs.~3! and ~6! in Fig. 3. Present
measurements agree reasonably well with self-preserving scaling
for thermals for (t2td)/t* .200, and (xp2xo)/d.20– 30. The
value of scaled time for the onset of self-preserving thermal be-
havior is significantly larger than the corresponding scaled time
for the onset of self-preserving starting jet behavior; however, this
is not surprising, because the definitions of thet* for these two
flows differ. In contrast, the values of (xp2xo)/d for onset of
self-preserving behavior for the two flows, where the scaling defi-
nitions of the two flows are the same, are nearly the same as well.
In addition, there is a tendency for thermals having larger amounts
of source fluid, i.e., larger amounts ofQo /(Aod), to require some-
what larger scaled times to reach self-preserving behavior, al-
though the streamwise location where the thermals become self-
preserving is relatively unaffected by the amount of source fluid
used for the present test range. Similar to starting plumes, condi-
tions for self-preserving behavior of thermals in Fig. 3 only in-
volved (xp2xo)/,M.0.3, which seems small as already dis-
cussed in connection with present measurements of starting
plumes. Similar to starting plumes and jets, however, ratios of
penetration velocities of thermals/puffs increase proportional to
(xp2xo)2, so that the relatively rapid decay of source momentum
allows buoyant momentum to dominate the penetration velocities
of thermals at (xp2xo)/d of 20–30, even though (xp2xo)/,M is
as small as 0.3, and Fro is as large as 82, for present test condi-

tions. However, also similar to starting plumes, study of the com-
bined effects of large (xp2xo)/d, to control effects of source
disturbances, and large (xp2xo)/,M to control effects of source
momentum, on the self-preserving behavior of thermals, clearly
would be useful.

Measurements of maximum streamwise~vertical! penetration
distances of thermals are plotted in terms of the dimensionless
self-preserving streamwise penetration parameter of Eq.~10! as a
function of normalized vertical penetration distance in Fig. 7.
Plotted in this manner, it is evident that the self-preserving param-
eter has a variety of values near the source depending on source
properties and distance from the source. However, the parameter
approaches a constantCx52.70 for vertical penetration distances
greater than 20–30 source diameters from the source. Similar to
the observations for starting plumes in connection with Fig. 4, the
fact thatCx is on the order of unity is also supportive that physi-
cally realistic conditions for self preservation have been identified
in Fig. 7.

Normalized maximum radial penetration distances for thermals
are plotted according to the self-preserving scaling of Eq.~4! in
Fig. 7. The behavior here is qualitatively similar to the results for
starting plumes illustrated in Fig. 4. The flow tends to approach
self-preserving behavior for the radial penetration distance when
(xp2xo)/d.20– 30, which is comparable to distances from the
source required for self-preserving behavior of streamwise pen-
etration distances. The main difference between the radial penetra-
tion distances of thermals and starting plumes is that the normal-
ized maximum radial penetration distance in the self-preserving
region is larger for thermals than for starting plumes, e.g.,
r p /(xp2xo)5Cr50.19 for thermals as opposed to a value of 0.15
for starting plumes. Somewhat similar behavior was observed by
Diez et al.@2# for starting jets and puffs wherer p /(xp2xo)5Cr
50.17 for puffs as opposed to a value of 0.15 for starting jets.

Present observations of the variation of the virtual origin loca-
tion as a function of the amount of source fluid injected,
Qo /(Aod), for thermals are illustrated in Fig. 8. The value of
xo /d58.5 is seen to be independent of the amount of source fluid
injected for the range that was considered,Qo /(Aod)550– 382,
even though the thermals for the larger amounts of source fluid
considered approach the behavior of self-preserving starting

Fig. 7 Streamwise and radial penetration distances of ther-
mals as functions of streamwise penetration distance
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plumes and might be considered to be interrupted plumes. Nota-
bly, Diez et al.@2# observed almost the same behavior for puffs,
with xo /d58.5, for Qo /(Aod)560– 320, even though puffs for
the larger amounts of source fluid considered approach the behav-
ior of self-preserving starting jets and might be considered to be
interrupted jets.

A summary of values ofn, Cr , Cx , andxo /d is provided in
Table 3, based on the measurements of Diez et al.@2# for puffs
and the measurements of Scorer@23#, Turner @25#, Thompson
et al. @28# and the present investigation for thermals. Similar to
the observations for starting jets and plumes in Table 2, the results
for n in Table 3 for puffs and thermals agree with the expectations
of self-preserving theory. The values ofCr for the results of Diez
et al. @2# and the present investigation are similar but are signifi-
cantly smaller than the measurements of Scorer@23#, Turner@25#
and Thompson et al.@28#. Recalling that values ofr p /(xp2xo)
5Cr progressively decrease until the self-preserving region is
reached, where they become constant, see Fig. 7, it is likely that
these discrepancies occur because measurements were not ob-
tained far enough from the source in Refs.@23#, @25#, and@28# for
the self-preserving region to be reached. Finally, values ofCx for
puffs and thermals are nearly the same in Table 3, similar to the
observation that values ofCx for starting jets and plumes are
nearly the same in Table 2~the values ofCx for all four flows only
vary in the range 2.6–2.8!.

Conclusions
Scaling relationships for the temporal development of starting

plumes and thermals were evaluated based on experiments. Con-
ditions far from the source were emphasized where: effects of
source disturbances are lost; the momentum of the flow is domi-
nated by effects of buoyancy; the conserved properties of the flow
control flow structure; and self-preserving behavior is approxi-
mated. The test conditions consisted of dye-containing salt water
sources injected into still fresh water with injector passage length/
diameter ratios of 50 and 100 and other conditions as follows:
source diameters of 3.2 and 6.4 mm, source/ambient density ratios
of 1.070 and 1.150, source Reynolds numbers of 4000–11,000,
source Froude numbers of 10–82,Qo /(Aod) of 50–382 for ther-
mals and streamwise flow penetration lengths up to 110 source
diameters and 5.05 Morton length scales from the source. The
major conclusions of the study are as follows:

1! The flows became turbulent near the source exit at distances
less than 5 diameters from the source. Although near-source be-
havior varied significantly with source properties and distance
from the source, self-preserving behavior generally was observed
for (xp2xo)/d.20– 30 and (xp2xo)/,M.0.3. The latter value,
which is surprisingly small, can be explained by the relatively
rapid decay of effects of source momentum, compared to effects
of source buoyancy, with increasing distance from the source for
starting plumes and thermals.

2! Within the self-preserving region, the dimensionless pen-
etration distance, (xp2xo)/d, generally varied as a function of
time in agreement with self-preserving scaling. This implies that
maximum penetration distances varied as a function of time to the
following powers: 3/4 for starting plumes and 1/2 for thermals.

3! Within the self-preserving region, the normalized maximum
radius of the flow generally grew as a function of time in the same
manner as the normalized streamwise penetration distance. This
implies the following normalized values of the maximum flow
radius,r p /(xp2xo): 0.16 for starting plumes and 0.19 for ther-
mals. These maximum radii were observed at the position of the
leading vortex.

4! For large values ofQo /(Aod) for thermals, self-preserving
starting plume behavior is approached before the source flow is
terminated and the flow could be characterized as an interrupted
plume. Nevertheless, thermals exhibited nearly constant values of
xo /d58.5 for Qo /(Aod) as large as 382. This behavior was
essentially the same as recent observations for puffs, where
xo /d58.5 for Qo /(Aod) as large as 320, even though flows
for the larger amounts of source fluid approach interrupted jet
behavior@2#.
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Nomenclature

Ao 5 source cross-sectional area
Bo 5 source specific buoyancy force, Eq.~8!

Ḃo 5 source specific buoyancy flux, Eq.~7!
Cr 5 radial penetration coefficient, Eq.~4!
Cx 5 streamwise penetration coefficient, Eq.~3!

d 5 source diameter
Fro 5 source Froude number, Eq.~2!

g 5 acceleration of gravity
L 5 source passage length

,M 5 Morton length scale, Eq.~1!
n 5 time exponent, Eqs.~3!, ~5!, ~6!, ~11! and ~12!

Qo 5 volume of injected source fluid
Q̇o 5 volumetric rate of injection of source fluid
Reo 5 source Reynolds number, uod/no

r 5 radial distance
t 5 time

t* 5 self-preserving time scale, Eqs.~3!, ~5!, ~6!, ~11! and
~12!

u 5 streamwise velocity
x 5 streamwise distance

Greek Symbols

n 5 kinematic viscosity
r 5 density

Subscripts

d 5 delay
max 5 maximum value

p 5 maximum penetration location

Fig. 8 Virtual origin locations of thermals as a function of the
injected source liquid volume
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o 5 initial value or virtual origin location
` 5 ambient value
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Importance of Turbulence-
Radiation Interactions in
Turbulent Diffusion Jet Flames
Traditional modeling of radiative transfer in reacting flows has ignored turbulence-
radiation interactions (TRI). Radiative fluxes, flux divergences and radiative properties
have been based on mean temperature and concentration fields. However, both experi-
mental and theoretical work have suggested that mean radiative quantities may differ
significantly from those predictions based on the mean parameters because of their
strongly nonlinear dependence on the temperature and concentration fields. The compo-
sition PDF method is able to consider many nonlinear interactions rigorously, and the
method is used here to study turbulence-radiation interactions. This paper tries to answer
two basic questions: (1) whether turbulence-radiation interactions are important in tur-
bulent flames or not; and (2) if they are important, then what correlations need to be
considered in the simulation to capture them. After conducting many flame simulations, it
was observed that, on average, TRI effects account for about 1/3 of the total drop in flame
peak temperature caused by radiative heat losses. In addition, this study shows that
consideration of the temperature self correlation alone is not sufficient to capture TRI, but
that the complete absorption coefficient-Planck function correlation must be considered.
@DOI: 10.1115/1.1597621#

Keywords: Combustion, Heat Transfer, Jets, Radiation, Turbulence

Introduction
In turbulent reacting flows the turbulent fluctuations of the flow

field cause fluctuations of species concentrations and temperature.
Consequently, the radiation field, which is determined by species
concentration and temperature fields, will fluctuate as well. In a
numerical simulation fluctuations in the radiation field interact
with the fluctuations of the flow field, causing the so-called
turbulent-radiation interactions~TRI!. It has been a great chal-
lenge to consider these interactions in numerical simulations be-
cause they are strongly nonlinear in nature.

For several decades, radiation and turbulence were treated as
independent phenomena, and radiative heat fluxes were computed
neglecting fluctuations in the radiative intensity and in radiative
properties@1#. Some early simple numerical analyses and limited
experimental data have indicated the importance of these correla-
tions. Through a Taylor series expansion of the Planck function,
Cox @2# estimated that the contribution from temperature fluctua-
tions to radiative emission may dominate the contribution from
the mean temperature field when the temperature fluctuation in-
tensity exceeds approximately 40%. Gore et al.@3# showed
through experiments that actual radiative fluxes may be two times
or more larger than would be expected based on the mean values
alone. In the late eighties, some researchers@4–8# performed nu-
merical simulations taking turbulence-radiation interactions~TRI!
into account in some simplified fashion, and their predictions were
observed to match better with experimental data. In these early
studies, either correlations for the turbulent medium or the shape
of the PDF had to be assumed. As a result, turbulence-radiation
interactions could not be rigorously considered and many claims
that were made about TRI need to be further examined.

Probability density function~PDF! methods have the unique
feature that many nonlinear interactions can be treated exactly@9#,
and have been widely used in the modeling of reacting flows in
the absence of radiation, in which the chemical reactions, no mat-

ter how complicated they are, can be considered exactly@10,11#.
Such methods have been introduced to the study of turbulence-
radiation interactions by Mazumder and Modest@12# and by Li
and Modest@13#. Mazumder and Modest@12# employed the
velocity-composition joint PDF method in their simulation of a
bluff body combustor and found inclusion of the absorption
coefficient-temperature correlation alone may increase radiative
heat flux by 40–45%. The inclusion of velocities and time scale
information within the PDF, although allowing closure of more
terms, adds further mathematical complexities to the modeling of
the PDF equation as well as to stability problems in the numerical
simulations. For the purpose of capturing TRI, the composition
PDF method is as rigorous as the velocity-composition joint PDF
method, but computationally more robust and more efficient. Its
use in the study of TRI was demonstrated by Li and Modest@13#.
By employing the same method, this paper aims to check the
importance of turbulence-radiation interactions, and the relative
importance of the different contributions to TRI. Since the Planck
function is the most nonlinear function in the radiation calcula-
tion, it has been hypothesized that consideration of the tempera-
ture self correlation alone can capture most of the TRI@14#. If this
were the case, one could treat TRI with the traditional Reynolds
average approach, constructing the first few higher moments of
temperature. Such issues will be discussed in this paper.

Mathematical Formulation

Turbulence-Radiation Coupling. In the presence of radia-
tive heat transfer, the energy equation needs to include a radiative
source term,

Sradiation52¹•qI
R5E

0

`

khS E
4p

I h dV24pI bhD dh, (1)

whereqI
R denotes the radiative heat flux;kh is the spectral ab-

sorption coefficient of the radiating gas, which may be a function
of temperatureT and species concentrations of the radiating me-
dium Y; hereI h is the spectral intensity,I bh is the spectral black-
body intensity~or Planck function!, the subscripth is used to
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indicate spectral dependence andV denotes solid angle. The ra-
diation intensity is governed by the radiative transfer equation
~RTE!: for an absorbing-emitting but nonscattering gas, the
instantaneous radiant energy balance on a pencil of radiation
propagating in directionsW and confined to a solid angledV is
given by @15#,

~sW•¹!I h5kh~ I bh2I h!, (2)

where the first term on the right-hand side represents augmenta-
tion due to emission and the second term is attenuation due to
absorption.

To include radiation effects in conventional turbulence calcula-
tions, Eqs.~1! and ~2! need to be time-averaged, resulting in

^S& radiation5E
0

`F E
4p

^khI h&dV24p^khI bh&Gdh, (3)

~sW•¹!^I h&5^khI bh&2^khI h&. (4)

Due to the strongly nonlinear dependence of radiative proper-
ties on temperature and species concentrations,^kh(T,YI )I h& does
not equalkh(^T&,^YI &)^I h& and ^kh(T,YI )I bh(T)& does not equal
kh(^T&,^YI &)I bh(^T&), making these two terms unclosed.^khI h&
represents a correlation between the spectral absorption coeffi-
cient and the spectral incident intensity, and^khI bh& represents a
correlation between the spectral absorption coefficient and the
spectral blackbody intensity. Complete information of the statis-
tics among the composition variables is needed for their determi-
nation. For the convenience of later discussion, these two corre-
lations are loosely defined as ‘‘spectral absorption coefficient–
spectral incident intensity correlation’’ and ‘‘spectral absorption
coefficient–spectral blackbody intensity correlation.’’

The time averaging procedure can be applied to any solution
technique for radiation calculation and different unclosed terms
may arise for different spectral models and solution methods.
However, all of them can be categorized as belonging to two
groups:~a! correlations that can be calculated from scalarsfI di-
rectly or indirectly, and~b! correlations that cannot. The set of
scalarsfI is defined as

fI 5~YI ,T!5~f1 ,f2 ,¯,fs! (5)

wheres is the total number of scalar variables~number of species
plus one!and the last scalar,fs , is reserved for temperature~or
enthalpy!. Variables in the setfI are often called the composition
variables, since they determine the composition of the mixture.

The unclosed term̂khI bh& belongs to group~a!, since bothkh
andI bh are functions of variables in setfI only. The unclosed term
^khI h& belongs to group~b!, becauseI h is not a local quantity,
i.e., cannot be expressed in terms of the local scalar variables.

One of the most common approximations made in the open
literature on turbulence-radiation interactions is the optically thin
eddy approximation as described by Kabashnikov and Myasni-
kova @16#. Kabashnikov suggested that if the mean free path for
radiation is much larger than the turbulence length scale, then the
local radiative intensity is weakly correlated with the local absorp-
tion coefficient, i.e.,̂ khI h&5^kh&^I h&, in which ^kh& is loosely
defined as the ‘‘absorption coefficient self correlation.’’ The ratio-
nale behind this assumption is that the instantaneous local inten-
sity at a point is formed over a path traversing several turbulent
eddies. Therefore, the local intensity is weakly correlated to the
local radiative properties. The validity of this assumption depends
on the eddy size distribution and the radiation properties of the
absorbing gases. In a numerical simulation of combustion cham-
bers, Hartick et al.@8# showed that, although the thin eddy as-
sumption may not be valid over some highly absorbing parts of
the spectrum, these spectral zones affect the total radiation ex-
change only slightly, thus allowing straightforward application of
the thin eddy assumption in their simulation. The thin eddy as-
sumption is also employed in the current study. As a result, all
correlations needed to capture TRI belong to group~a!.

Radiation Submodel. The radiative transfer equation is a
spectrally, spatially and directionally dependent integro-
differential equation, and is extremely difficult to solve for gen-
eral, multi-dimensional geometries. Several approaches are avail-
able to reduce this equation to a simpler form. Among them, one
of the most popular methods is theP1-approximation, in which
the incident radiation,G, is governed by a Helmholtz equation,
which is relatively easy to solve. For the vast majority of impor-
tant engineering problems~i.e., in the absence of extreme anisot-
ropy in the intensity field!, the method provides high accuracy at
very reasonable computational cost. Another challenge in gas ra-
diation calculations comes from the strong spectral dependence of
radiation properties. Although line-by-line calculations provide
best accuracy, such calculations are too time-consuming for any
practical combustion system. Global methods such as the
Weighted-Sum-of-Gray-Gases Model~WSGG! are commonly
used@15,17#. Recently, the Full-Spectrumk-Distribution method
~FSK! developed by Modest and Zhang@18# has been shown to be
superior to the WSGG model, to which it reduces in its crudest
implementation. The method is exact within its limitations@gray
walls, gray scattering properties, spectral absorption coefficient
obeying the so-called scaling approximation, i.e., the spectral and
spatial dependence of the absorption coefficient are separable as
kh(h,fI )5kh(h)u(fI ) where fI are the composition variables#.
TheP1-approximation in conjunction with the FSK model will be
used in this study.

Radiative properties and, consequently, the radiative intensity
change dramatically across spectral space. In the FSK method the
radiative quantities’ spectral dependence has been transformed to
a g-dependence, whereg is the cumulative distribution function of
the absorption coefficient calculated over the whole spectrum and
weighted by the Planck function. For example, the source term in
the energy equation due to radiative heat transfer is calculated as

Sradiation52E
0

`

kh~4pI bh2Gh!dh

52E
0

1

kgu~4pagI b2Gg!dg, (6)

whereu is the spatial dependence of the absorption coefficient as
mentioned before andag is a weight factor introduced during the
transformation. The advantage of this transformation lies in the
fact thatkg(g) is a smooth, monotonically increasing function of
g, thus requiring only a few numerical quadrature points. Readers
are referred to@18# for the details about this method. In practical
calculations, the integration is replaced by numerical quadrature.
If Gaussian quadrature is used, Eq.~6! becomes

Sradiation'2(
j 51

M

wjkju~4paj I b2Gj !, (7)

whereM is the total number of quadrature points and thewj are
the quadrature weights. The incident radiationGj must be deter-
mined by solving theP1-equation, i.e.@15#,

¹•S 1

3kgu
¹GgD5kgu@Gg24pagI b#, (8)

subject to the boundary condition,

2
2~22e!

3e
n̂•¹Gg5kgu~4pagI b2Gg!, (9)

wheree is surface emittance andn̂ is a unit normal at a boundary
surface. The values ofkg , u(fI ) andag are obtained from a pre-
calculated FSK data base.

Reynolds averaging of the radiative source term and the
P1-equation leads to

^S& radiation52(
j 51

M

wjkj@4p^uaj I b&2^u&^Gj&#, (10)
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¹•F 1

3kj

1

^u&
¹^Gj&G5kj^u&^Gj&24pkj^uaj I b&, j 51,¯,M ,

(11)

where the optically thin eddy approximation has been employed.
As a result of turbulence-radiation interactions two terms,
kj^uaj I b& andkj^u&, representing correlations between dependent
variables, need to be modeled.

Composition PDF Methods. The philosophy of the PDF ap-
proach is to treat species concentration and temperature as random
variables and consider the transport of their PDFs rather than their
finite moments. Once that PDF is known, the mean of any quan-
tity can be evaluated exactly from the PDF, as long as it is a
function of the species concentrations or/and temperature. For ex-
ample,

^u~fI !aj~fI !I b~fI !&5E u~cI !aj~cI !I b~cI ! f ~cI !dcI , (12)

^u~fI !&5E u~cI ! f ~cI !dcI . (13)

In these equations,cI represents the composition space variable,
cI [(c1 ,c2 ,¯,cs), andf (cI ) is defined to be the probability den-
sity of the compound eventfI 5cI ~i.e., f15c1 ,f25c2 ,¯,fs
5cs), so that,

f ~cI !dcI 5Probability~cI <fI <cI 1dcI !. (14)

In a general turbulent reacting flow, the composition PDF is also a
function of space,xI , and time,t. The transport equation for the
composition PDF,f (cI ,xI ,t), can be derived from the conservation
laws of scalars, which is

]

]t
@r f #1

]

]xi
@ ũir f #1

]

]ca
@Sa,reaction~cI !r f #

2(
j 51

M

4pwjkj

]

]cs
@uaj I bf #

52
]

]xi
@^ui9ucI &r f #1

]

]ca
F K 1

r

]Ji
a

]xi
UcI L r f G

2(
j 51

M

wjkj

]

]cs
@u^Gj& f #, (15)

wherei anda are summation indices in physical space and com-
position space, respectively and^AuB& is the conditional probabil-
ity of the eventA, given that the eventB occurs.

On the left-hand side of Eq.~15!, the first two terms represent
the rate of change of the PDF when following the Favre-averaged
mean flow. The third and fourth terms are the divergence of the
flux of probability in the composition space due to chemical reac-
tion and radiative emission. The form of this term clearly shows
the advantage the PDF method has over moment methods: no
matter how complicated and nonlinear these source terms are,
they require no modeling. In contrast, the terms on the right-hand
side of Eq.~15! need to be modeled. The first term represents
transport in physical space due to turbulent convection. Since the
compostion PDF does not contain any information on velocity,
this term is not closed. Generally, a gradient-diffusion model with
information supplied for the turbulent flow field is employed,

2^ui9uc&r f 'GT

]~r f !

]xi
, (16)

where GT5cm^r&sf
21k2/« is the turbulent diffusivity, andk, «,

cm , andsf are, respectively, the turbulent kinetic energy, dissi-
pation rate of turbulent kinetic energy, a modeling coefficient in
the standardk2« turbulence model, and turbulent Schmidt or
Prandtl numbers.

The second term represents transport in scalar space due to
molecular mixing. Many mixing models such as the interaction-
by-exchange-with-the-mean~IEM! model and Pope’s particle-
pairing model@9# have been proposed. Appropriate mixing model
are crucial for combustion problems related to flame ignition or
extinction. For flames away from those extreme conditions, nu-
merical results, especially low order moments of the PDF such as
temperature and species concentrations, are not very sensitive to
mixing models. In this paper the IEM model is used, i.e.,

K 1

r

Ji
a

]xi
UcL '

1

2
Cfv~ca2f̃a!, (17)

where v5«/k is a turbulence ‘‘frequency’’ andCf is a model
constant.

The third term on the right-hand side of Eq.~15! is closed by
invoking the optically thin eddy approximation. As a result, the
modeled transport equation for the composition mass density PDF
function is closed and contains all necessary information about all
scalars. The composition PDF transport equation is a partial dif-
ferential equation in (41s) dimensions. Traditional finite volume
or finite element methods are very inefficient to solve an equation
of such high dimensionality. Instead, the Monte Carlo method is
generally used, in which the PDF is represented by a large number
of computational particles. Each particle evolves in time and
space according to a set of stochastic equations and carries with it
all composition variables. The PDF is then obtained approxi-
mately as a histogram of the particles’ properties in sufficiently
small neighborhoods in physical space, and the mean quantities
are deduced statistically by sampling the particles.

Chemical Reaction Mechanism
Although PDF methods allow the use of detailed chemical re-

action mechanisms in principle, computational intractability has
limited their application. Detailed mechanisms are necessary if
slow reactions are present or intermediate species are of interest.
In practice, reduced mechanisms are often used in the PDF calcu-
lations. A wide range of reduced mechanisms of chemical reac-
tions for hydrocarbon fuels is available in the literature@19# and
the simplest—a single-step skeletal mechanism—is used in this
study. It takes the form

CH412O2→CO212H2O. (18)

Westbrook and Dryer@20# provided an Arrhenius relationship for
the reaction rate of methane as

d@CH4#

dt
52A exp~2Ea /RuT!@CH4#a@O2#b, (19)

where the quantities within square brackets represent molar con-
centrations;Ru is the universal gas constant, andEa is the activa-
tion energy of the methane.A, a andb are constants in the general
Arrhenius equation, which may be obtained from Westbrook and
Dryer. For the methane/air flames considered here, the global
mechanism is able to predict the correct temperature level and the
major species CO2 and H2O, i.e., all relevant parameters for the
radiation calculation.

Flame Simulations
Flame optical thickness has an important impact on radiative

transfer. Three jet flames with different optical thickness have
been considered, where flame optical thickness has been defined
as

t5kPL, (20)

wherekP is an average Planck mean absorption coefficient of the
participating medium, i.e., the combustion products of H2O and
CO2 , and L is the flame length. For turbulent jet flames, flame
length is approximately a linear function of jet diameter@21# and,
in this study, is estimated to beL540dj . The base flame is San-
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dia’s Flame D@22#. The basic experimental setup of this flame is
summarized here. The fuel jet (dj57.2 mm) with high velocity
(uj549.6 m/s) is accompanied by an annular pilot flow (dp
518.4 mm, up511.4 m/s), which is then surrounded by a slow
coflow of air (uc50.9 m/s). The fuel is a mixture of air and meth-
ane with a ratio of 3:1 by volume. A bank of measured data is
available for this flame and, for this reason, has been simulated to
validate the code@23#. Satisfactory prediction of CO2 , H2O con-
centrations and of temperature fields is a prerequisite if the radia-
tion field is to be reproduced accurately. Comparison of experi-
mental data and computed values of these variables and some
quantities related to the radiation field was made and, generally
speaking, good agreement between numerical results and experi-
mental data has been obtained. In addition, it was found that the
radiation field is more accurately captured if turbulence-radiation
interactions are accounted for@23#, even for this optically thin
flame with an optical thickness of 0.237 by Eq.~20!. The other
two considered~artificial! flames were derived from Flame D by
doubling and quadrupling the jet diameter, and their flame optical
thickness is 0.474 and 0.948, respectively. For future reference the
three flames will be denoted askL.1, kL.2 andkL.3, respectively.

To simulate these flames, a rectangular axisymmetric computa-
tional domain of 70dj318dj was used, and a nonuniform grid
system of 60370 was found to be fine enough to give grid-
independent solutions in the finite volume code. The global time
step used in the PDF/particle code was 2.0 ms, and 4.0 ms and 8.0
ms for flameskL.1, kL.2, andkL.3, respectively. For each simu-
lation a total of approximate 1100 iterations was required to get to
a statistically stationary result and about 58,000 particles were
used in the simulation, taking about 22 cpu hours on a four pro-
cessor Silicon Graphics O200 machine. The conventional way to
define residual error in finite volume methods is meaningless in
the hybrid FV/PDF Monte Carlo simulation because the statistical
error is generally larger than the truncation error. In the current
study, the overall numerical error for a variablef after the jth
iteration is defined aserr51/N( i 51

N @f i
j2f i

j 21#2/@f i
j 21#2, where

N is the total number of nodal points. This error never converges
to zero, but rather to a value representative of the statistical fluc-
tuation of the solution when steady state is reached. This level
mainly depends on the number of particles in the simulation. If
temperature is used to monitor the numerical error, a value on the
order of 1024 has been reached in the calculations.

Importance of TRI. In order to study turbulence-radiation
interactions, three different scenarios were considered for each
flame. In the first scenario, radiation is completely ignored in or-
der to study the importance of radiation in flame simulations in
general. In the second and third scenarios, radiation is considered
but turbulence-radiation interactions are ignored and considered,
respectively. The importance of turbulence-radiation interactions
can be assessed by comparing numerical results from these two
scenarios. By ignoring turbulence-radiation interactions, it is im-
plied that the two unclosed terms^u& and ^uaIb& are evaluated
based on the cell means; when considering TRI, these two terms
are treated exactly.

When comparing numerical results of these three scenarios the
most obvious difference is that the flame gets colder and colder as
radiation without TRI and radiation with TRI are considered. This
is universally true for every flame although the trend is more
obvious for flames with large optical thickness. Flame peak tem-

peratures for different flames are tabulated in Table 1. To facilitate
the discussion, drops in temperature as a result of considering
radiation with/without TRI are also listed in the table. While the
peak temperature drops only 64 K and an additional 18 K for a
small optical thickness flame, it drops by 145 K and 64 K, respec-
tively, for a medium flame, and by 327 K and 117 K for a large
optical thickness flame. While peak temperature applies only to a
single point, it usually characterizes the entire temperature field.
Figure 1 shows the computed temperature contours for Flame
kL.3. To examine the differences in more detail, temperature pro-
files at the axis are shown in Fig. 2. From these figures, it is seen
that temperature levels have fallen globally as a result of consid-
eration of radiation and TRI.

From these comparisons, it is clear that radiation cannot just be
conveniently ignored in flame simulations, since this would lead
to severely overpredicted flame temperatures, which is especially
true for large flames, such as FlamekL.3. Moreover, turbulence-
radiation interactions account for about one third of the total tem-
perature drop due to radiation, and thus turbulence-radiation inter-
actions generally cannot be neglected if radiation is going to be
considered in a turbulent flame simulation.

The most important quantity that describes the overall radiation
field of a flame is the net radiative heat loss (Q̇net) from the flame,
and its normalized variable, the ‘‘radiant fraction’’ (f rad), which is
defined as the ratio of the net radiative heat loss to the total heat
released during combustion, i.e.,

f rad[
Q̇net

ṁfuelDHcomb
, (21)

whereṁfuel is the mass flow rate of fuel, andDHcomb is the heat of
combustion. In every simulation, these quantities were calculated
and the results are shown in Table 2. As the flame’s optical thick-
ness is increased, the flame radiant fraction increases quickly and
the flame gets colder as discussed earlier. In the current study
optical thickness was varied by changing the size of the flame.
The total potential chemical energy that a fluid particle can release
is fixed. Thus, as the flame gets larger, the flow residence time
becomes longer, which implies that an average fluid particle will
lose more energy through radiation. As a result, the radiant frac-
tion increases as flame size increases. The radiant fraction is only
about 5% for FlamekL.1, but as high as 18% for FlamekL.3.
This also explains why temperature levels drop more significantly
in optically thick flames. The table also shows how the
turbulence-radiation interactions enhance radiative heat transfer.
For FlamekL.1, the net radiative heat loss from that flame is
increased from 0.534 kW to 0.798 kW, indicating a 49% increase
as a result of turbulence-radiation interactions. In contrast, total
radiative heat loss increases by 32% for FlamekL.2 and by only
4.6% for FlamekL.3 as a result of considering turbulence-
radiation interactions. As the flame gets optically thicker, the ac-
tual values of radiative heat loss, ignoring TRI and considering
TRI, become closer and closer. This does not mean that consider-
ing turbulence-radiation interactions is less important for optically
thick flames. Radiation calculation is strongly dependent on the
flame temperature level and the temperature level has greatly de-
creased as a result of TRI. Thus, comparison of the radiative loss
quantities alone would be misleading.

Importance of Different Correlations. The role of
turbulence-radiation interactions on radiative heat transfer can be
better understood by isolating their effects on the radiation calcu-
lations alone. This can be done by freezing the particle field~in-
cluding particles’ locations, particles’ species concentrations and
their temperatures! at a point in time, and then calculating radia-
tion fields by ignoring and by considering turbulence-radiation
interactions, respectively. Since the same particle field is used,
differences in the results of two different simulations are caused
entirely by turbulence-radiation interactions. From earlier discus-
sion, it is clear that several terms in the time-averaged governing
equations are not closed as a result of turbulence-radiation inter-

Table 1 Computed flame peak temperature

Flames
Tnorad
~K!

TnoTRI
~K!

TTRI
~K!

DTrad
~K!

DTTRI
~K!

kL.1 2165 2101 2083 264 218
kL.2 2161 2016 1952 2145 264
kL.3 2169 1842 1725 2327 2117

834 Õ Vol. 125, OCTOBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



actions. The frozen study can also help to differentiate which cor-
relations making up the full TRI are the most important.

From a mathematical point of view, the importance of
turbulence-radiation interactions reflects the importance of corre-
lations of ^u& and ^uaiI b& in the calculations. To illuminate dif-
ferent facets of turbulence-radiation interactions, seven scenarios

have been investigated, namely: TRI-N, TRI-1, TRI-2, TRI-3,
TRI-4, TRI-5, and TRI-F as summarized in Table 3, where quan-
tities evaluated simply from the mean composition variables are
denoted with an overbar. In TRI-N turbulence-radiation interac-
tions are ignored altogether; in TRI-1 only the absorption coeffi-
cient self-correlation in the absorption term is considered, with

Fig. 1 Temperature structure for Flames kL .3

Fig. 2 Centerline temperature profiles for series of kL -Flames
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others evaluated at mean property values; in TRI-2 the absorption
coefficient self-correlation is considered both in absorption and
emission, with the weighted Planck function evaluated at mean
property values; in TRI-3 and in TRI-4 the Planck function and
the weighted Planck function are considered exactly, respectively
~sometimes referred to as ‘‘temperature self-correlation’’!; and in

TRI-5, the effects of absorption coefficient-Planck function corre-
lation on emission are also included~but not on absorption!; fi-
nally, in TRI-F all TRI terms are considered.

The frozen study was performed for every scenario, using par-
ticle fields of the fully converged solution for the TRI cases. Table
4 summarizes the results of radiation calculations, including cal-
culated total radiative emission, net radiative heat loss and radiant
fraction for each scenario. Comparing results of the cases without
TRI and the cases with TRI, the radiant fraction for every flame is
increased as a result of considering turbulence-radiation interac-
tions. For example, the radiant fraction is increased by 66%, from
10.9% to 18.1% in FlamekL.3. This is in contrast to the results of
the coupled flow-radiation calculations~Table 2!, in which these
quantities are almost identical. Contours of radiative heat loss for
this flame are shown in Fig. 3. In most regions, the local radiative
heat loss is increased as a result of turbulence-radiation interac-
tions, mainly because the absorption coefficient and the Planck
function are positively correlated. The enhancement of radiative
heat loss directly depends on the fluctuations of temperature and
species concentration fields. These fluctuations are very large at
the flame front, and the increase of radiative heat loss is more
prominent there, which can be observed more clearly from their
profiles at one cross-section and at the centerline as shown
in Fig. 4.

Effects of Šu‹. The absorption coefficient self correlation,
ki^u&, appears in the absorption term of Eq.~10!, i.e.,( wiki^u&
3^Gi&. Comparing the TRI-N case and the TRI-1 case, the only
difference is that the absorption coefficient self-correlation is con-
sidered in the absorption term for the TRI-1 case. The computa-
tional results in Table 4 show that flame absorption is increased as
a result of considering this correlation. This is true for every

Table 3 Approximations of two TRI terms for different
scenarios

Different Scenarios k^u& k^uaIb&

TRI-N kū kūāĪ b
TRI-1 k^u& kūāĪ b
TRI-2 k^u& k^u&āĪ b
TRI-3 kū kūā^I b&
TRI-4 kū kū^aIb&
TRI-5 kū k^uaIb&
TRI-F k^u& k^uaIb&

Table 2 Summary of radiation calculation results

Flame

Without TRI With TRI

~f 22 f 1)/ f 1

~%!
Q̇em
~kW!

Q̇net
~kW!

f rad
1

~%!
Qem
~kW!

Q̇net
~kW!

f rad
2

~%!

kL.1 0.624 0.534 3.05 0.928 0.798 4.56 49
kL.2 4.12 2.98 8.51 5.33 3.92 11.2 32
kL.3 21.68 12.12 17.3 20.94 12.68 18.1 4.6

Table 4 Comparison of radiation calculation results for series of kL -flames

Flame TRI-N TRI-1 TRI-2 TRI-3 TRI-4 TRI-5 TRI-F

Q̇em(kW) 0.597 0.597 0.657 0.812 0.641 0.928 0.928
kL.1 Q̇net (kW) 0.516 0.507 0.558 0.706 0.555 0.820 0.798

f (%) 2.94 2.90 3.19 4.03 3.17 4.68 4.56
Q̇em(kW) 3.42 3.42 3.73 4.59 3.69 5.33 5.33

kL.2 Q̇net (kW) 2.51 2.45 2.68 3.42 2.73 4.02 3.92
f (%) 7.14 6.98 7.64 9.74 7.78 11.5 11.2

Q̇em(kW) 12.7 12.7 13.8 17.5 14.2 20.9 20.9
kL.3 Q̇net (kW) 7.63 7.44 8.03 10.6 8.63 13.1 12.7

f (%) 10.9 10.6 11.5 15.1 12.3 18.7 18.1

Fig. 3 Contours of radiative heat loss from Flame kL .3
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flame. But the magnitude of change is quite small, e.g., 10% for
FlamekL.1, 7% for FlamekL.2 and 4% for FlamekL.3, indicat-
ing that the exact consideration of this correlation is not very
important. This is expected, since the absorption coefficient is
linearly dependent on species concentrations and almost linearly
dependent on temperature, so that^u& is close toū. This also
explains why TRI-1 and TRI-2, and TRI-5 and TRI-F, respec-
tively, lead to similar results.

Effects of ŠuajI b‹. The absorption coefficient-Planck func-
tion correlation,̂ uaiI b&, appears in the emission term of Eq.~10!,
i.e., (4pwiki^uaiI b&. In the TRI-5 case, only this correlation is
considered in the calculations. Comparing the numerical results of
this case with those of the TRI-N case, flame emission, absorption
and total net heat loss all have increased dramatically, e.g., radia-
tive heat loss has increased by 59% in FlamekL.1, 60% in Flame
kL.2 and 72% in FlamekL.3, indicating the importance of this
correlation.

The Planck function is the most nonlinear function in the ab-
sorption coefficient-Planck function correlation. It has been sug-
gested that consideration of the Planck function self-correlation
~or temperature self correlation! alone may be enough to capture
the essence of turbulence-radiation interactions. If this were true,
only temperature fluctuations would be required to capture
turbulence-radiation interactions, since the Planck function de-
pends only on temperature; fluctuations of species concentrations
would have no impact, which would greatly simplify the analysis
of turbulence-radiation interactions. TRI-3 and TRI-4 cases were
designed specifically to answer this question. Comparing the re-
sults of TRI-N and TRI-3, the total radiative heat loss is increased
about 37%, 36%, and 39%, respectively, for each case as a result
of considering the Planck function. For nongray gases, the
weighted Planck function should be used in calculation of the
temperature self correlation. Comparing results of TRI-3 with
those of TRI-4, it is interesting to see that the consideration of
^aIb& considerably diminishes the total radiative heat loss. This
indicates that turbulence-radiation effects may have less important
impact in strongly nongray media than in gray media. Even for a
gray case, the Planck function self-correlation accounts for about
60% of total TRI; therefore, considering only this correlation
would be insufficient. It is also interesting to note that, although
the absorption coefficient self-correlation and the weighted Planck

function self correlation are not important, the positive correlation
between them makes the absorption coefficient-Planck function
correlation very important.

Conclusions
The composition PDF method was used to study radiating re-

active turbulent flows. The method is able to treat turbulence-
radiation interactions in a rigorous way: many unclosed terms due
to TRI in the conventional moment method can be calculated
exactly. Effects of turbulence-radiation interactions were investi-
gated by comparing two different simulations of several two-
dimensional jet flames: one ignores turbulence-radiation interac-
tions and the other considers them. The simulations show that, by
ignoring TRI, radiation heat losses are always severely underpre-
dicted and, consequently, temperature levels are generally sub-
stantially overpredicted. This conclusion may be generalized to
arbitrary flames, since temperature and concentration of CO2 and
H2O are always positively correlated, thus always causing an in-
crease in radiative heat loss. In addition, through freezing species
concentrations and temperature fields, the importance of different
TRI-related correlations were investigated. Numerical results
show that, in order to determine turbulence-radiation interactions,
consideration of the temperature-self correlation alone is not suf-
ficient ~although non-linearity of the Planck function with tem-
perature is the severest among other functions!, the absorption
coefficient-Planck function correlation must also be considered.
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Nomenclature

a 5 weight factor in FSK model
Cf 5 model constant
Cm 5 constant in turbulence modeling
dj 5 jet diameter, m

f 5 probability density function
f rad 5 radiant fraction

G 5 incident radiation,5*4pI ydV, W/m2

DHcomb 5 heat of combustion, J/kg

Fig. 4 Profiles of radiative heat loss at one cross-section and at the centerline for Flame
kL .3
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I 5 radiative intensity, W/m2sr
I b 5 Planck function, W/m2sr
Ji

a 5 molecular diffusive flux ofa-th composition variable
k 5 spectral dependence part of absorption coefficient,

cm21

k 5 turbulent kinetic energy, m2/s2

L 5 flame length, m
ṁfuel 5 mass flow rate of the fuel, kg/s

qI
R 5 radiative heat flux, W/m2

Q̇em 5 radiative emission, W
Q̇net 5 net radiative heat loss, W

sW 5 directional vector
Sradiation 5 source due to radiation, W/m3

T 5 temperature, K
u 5 spatial dependence part of absorption coefficient

uc 5 coflow air velocity, m/s
uj 5 jet velocity, m/s
up 5 pilot flow velocity, m/s
w 5 numerical quadrature weight
xi 5 space variable inith direction
YI 5 species concentration vector, kg/m3

Greek

k 5 absorption coefficient, cm21

kP 5 Planck mean absorption coefficient, cm21

r 5 mixture density, kg/m3

V 5 solid angle, sr
h 5 wave number, cm21

fI 5 composition variables
cI 5 sample space of the composition variables
e 5 surface emittance
« 5 turbulent dissipation rate, m2/s3

GT 5 turbulent diffusivity, m2/s
v 5 turbulent mixing frequency, Hz
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Calculation of Direct Exchange
Areas for Nonuniform Zones
Using a Reduced Integration
Scheme
In the zonal method, considerable computational resources are needed to calculate the
direct exchange areas (DEA) among the isothermal zones due to integrals with up to six
dimensions, while strong singularities occur in the integrands when two zones are adja-
cent or overlaping (self-irradiation). A special transformation of variables to reduce a
double integral into several single integrals is discussed in this paper. This technique was
originally presented by Erkku (1959) for calculation of DEA using a uniform zone system
in a cylindrical enclosure. However, nonuniform zones are needed for applications with
large thermal gradients. Thus we extended this technique to calculate the DEA for non-
uniform zones in an axisymmetrical cylinder system. A six-fold reduction in computational
time was observed in calculating DEA compared with cases without a variable transfor-
mation. It is shown that accuracy and efficiency of estimation of radiation heat flux is
improved when using a nonuniform zone system. Reasonable accuracy of all DEA are
calculated without resorting to the conservative equations. Results compared well with
analytical solutions and numerical results of previous researchers. This technique can be
readily extended to rectangular enclosures with similar reduction in computation time
expected. @DOI: 10.1115/1.1599368#

Keywords: Heat Transfer, Laser, Numerical Methods, Participating Media, Radiation

1 Introduction
The zonal method, originally developed by Hottel and Cohen

@1#, is a powerful and rigorous approach for estimating radiative
heat transfer in semitransparent media. In this method, the domain
of interest, usually an enclosure, is divided into a finite number of
isothermal surface areas or volume zones. The radiative heat
transfer rate is determined by the emissive power and mutual di-
rect exchange areas~DEA! of each zone in the enclosure. The
DEA represent the geometrical and optical relationship of every
zone with each other. A detailed description of the zonal method
can be found in@2# and @3#. A brief description is given here for
clarity of discussion.

Three different types, or more specifically, surface-surface,
volume-surface, volume-volume, DEA exist for an enclosure of
semitransparent medium. They can be expressed as the following
integrals,

sisj5E
Ai

E
Aj

exp~2bS!
cosu i cosu j

pS2
dAjdAi (1)

gisj5E
Vi

E
Aj

exp~2bS!
b cosu j

pS2
dAjdVi (2)

and

gigj5E
Vi

E
Vj

exp~2bS!
b2

pS2
dVjdVi (3)

Reciprocity holds for DEA, which indicates the following
equations:

sisj5sjsi (4)

gisj5sjgi (5)

and

gigj5gjgi (6)

According to conservation of energy, two additional relationships
among the DEA should be satisfied

(
j 51

N

sjsi1(
k51

M

gksi5Ai (7)

and

(
j 51

N

sjgi1(
k51

M

gkgi54bVi (8)

Evaluation of the DEA is the basis of the zonal method. An alter-
native definition of the DEA has been given in@4#, where the
surface-volume and volume-volume DEA is written in terms of
volume zone boundary. As shown in Eqs.~1!, ~2!, and ~3!, it
involves the calculation of four, five, and six-dimensional inte-
grals. The integrands have strong singularities when two zones are
adjacent, or overlap each other~self-irradiation!. High accuracy
numerical approximation of these multiple integrals is difficult to
achieve@5#. Considerable efforts are devoted to simplify calcula-
tion of DEA. For example, Siddall@6# developed a scheme to
simplify the multiple integrals, by which the surface-volume and
volume-volume DEA were reduced to a large number of single
integrals. The DEA of a rectangular enclosure were numerically
integrated, correlated and graphed by Tucker@7#. Erkku @8# stud-
ied the DEA of a cylindrical enclosure filled with semitransparent
media. He developed techniques especially for zones with con-
stant radial and axial distances in a cylindrical system to reduce
the severity of the singularities as well as the dimension of inte-
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grals. In his study, the volume to volume DEA are inferred from
Eq. ~8!, because of limited computational resources. Tabulated
results of his study can be found in Hottel and Sarofim@3#. One
may use available tables and graphs@3,7,8# to evaluate the DEA
of the zonal system. But this approach may cause problems. Equa-
tions ~7! and~8! are difficult to satisfy due to the accumulation of
errors inherent in interpolation of table values or graph lookup@9#.
The table or graph also has a limited range of published values. A
more serious problem is that the zone geometry is limited to spe-
cific zones, i.e., cubic or uni-dimensional zones. Sika@10# recog-
nized the difficulty of the multiple integrals and used a different
geometrical approach to calculate DEA in a cylindrical system.
Sika expressed the DEA as summation of single or double inte-
grals. But his derivation is complex and complicated to imple-
ment. An alternative approach to calculate DEA is the Monte
Carlo scheme, as done by Murty@11#. However, Monte Carlo
schemes are notoriously computationally intensive. Our goal is to
further develop the necessary computational simplifications for
the zonal method.

In real physical problems, the zones may not necessarily have
constant size (Dr 5Dz5B) as studied by Erkku@8#. In applica-
tions like laser heating, a high heat flux induced by a laser may
cause a large temperature gradient in the heated region@12#. Thus,
zones must be small enough so that the isothermal zone assump-
tion is still a good approximation for estimating of radiative heat
flux. However, in regions without laser heating, the temperature
variation is expected to be much smaller, allowing larger zones.
Due to the iterative nature of modeling conjugated heat transfer,
significant computational time can be saved by reducing the num-
ber of zones, which requires the inversion of a smaller matrix@2#.
Thus, nonuniform zones are necessary for these cases.

In this paper, we extend Erkku@8# technique for nonuniform
zones. We reduce one integral dimension and the severity of sin-
gularities for most DEA. Case studies are performed and com-
pared with analytical solutions as well as numerical solutions ob-
tained by other researchers. It is shown that all DEA, including
self irradiation, can be calculated directly using our technique
without resorting to the conservative equations. Very good agree-
ment with data provided by previous researchers are achieved. A
demonstration case shows that using non-uniform zones may yield
higher accuracy over uniform zones with the same number of
zones.

2 Formulation of Direct Exchange Areas

2.1 A Preliminary Scenario. A special technique to trans-
form a double integral into two single integrals was developed by
Erkku @8#. We extend this transformation to nonuniform grids us-
ing an additional argument. Assume we have a double integral as
the following:

I 5E
0

aE
0

b

f ~x2y!dxdy (9)

wherea and b are constants, and we assume thatb>a.0, f is
some arbitrary function ofx2y.

Let x2y5z2a, then Eq.~9! is transformed into the following:

I 5E
0

aE
a2y

a1b2y

f ~z2a!dzdy (10)

On a z2y plane as shown in Fig. 1, the limit of integration can be
seen as the shaded areas. Apparently, the integration can be car-
ried out in three regions. Thus we have,

I 5E
0

aE
a2y

a

f ~z2a!dzdy1E
0

aE
a

b

f ~z2a!dzdy

1E
0

aE
b

a1b2y

f ~z2a!dzdy (11)

The order of integration can be changed to obtain the following
equation:

I 5E
0

aE
a2z

a

f ~z2a!dydz1aE
a

b

f ~z2a!dz

1E
b

b1aE
0

b1a2z

f ~z2a!dydz (12)

Sincef is a function ofz, the integration ofy can be carried out
directly,

I 5E
0

a

z f~z2a!dz1aE
a

b

f ~z2a!dz1E
b

b1a

~b1a2z! f ~z2a!dz

(13)

It is critical to note that when the integrand is not ‘‘smooth,’’
requiring a large number of quadrature points to determineI, con-
siderable computation time can be saved using Eq.~13!. For ex-
ample, ifM points in each dimension are needed forI, then Eq.~9!
needsM2 points totally to evaluate while Eq.~13! only needs 3M
points. Thus roughly a factor ofM 2/3M5M /3 computational time
can be saved.

2.2 Application to Direct Exchange Areas. Equation~13!
provides two desirable features of multiple integrals: reduction of
one order of integration and severity of singularities. We will use
the above technique to illustrate a calculation of DEA. Volume to
volume DEA are shown in this study as an example to demon-
strate the application of the technique. Although the above tech-
nique can be easily extended to three-dimensional rectangular en-
closures, its usage in cylindrical enclosure is demonstrated in this
paper.

Using Eq.~3! for a cylindrical system as shown in Fig. 2, the
DEA between zonesVi andVj are expressed as

gigj5E
r i1

r i11Dr iE
zi1

zi11DziE
0

2pE
r j 1

r j 11Dr jE
zj 1

zj 11DzjE
0

2p

r i r j

3
e2bSb2

pS2
df jdzjdr jdf idzidri (14)

whereS is the distance between the zones,

S5Ar i
21r j

222r i r j cos~f i2f j !1~zi2zj !
2 (15)

Since the enclosure is axisymmetric, Eq.~14! can be simplified as
the following:

Fig. 1 zÀy plane of the integral
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gigj54E
r i1

r i11Dr iE
zi1

zi11DziE
r j 1

r j 11Dr jE
zj 1

zj 11DzjE
0

p

r i r j

3
e2bSb2

S2
dfdzjdr jdzidri (16)

wheref5f i2f j . To facilitate the application of Eq.~13!, Eq.
~16! can also be written as the following:

gigj54E
r i1

r i11Dr iE
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pE
r j 1

r j 11Dr jE
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DzjE
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Dzi

r i r j

3
e2bSb2
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and

S5Ar i
21r j

222r i r j cosf1~zi12zj 11z12z2!2 (18)

wherezi5zi11z1 andzj5zj 11z2 . After assumingDzj>Dzi and
settingz12z25z2Dzi , we apply Eq.~13! to get
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and

S5Ar i
21r j

222r i r j cosf1~zi12zj 11z2Dzi !
2 (20)

Thus, we have the reduced form for calculating DEA between
zoneVi andVj . It is straightforward then to derive the ring-ring
DEA and volume-ring DEA in the axisymmetrial cylinder, which
are given as the following equations:
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and
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2 (22)
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and

S5AR21r j
222Rrj cosf1~zi12zj 11z2Dzi !

2 (24)

The technique developed is, however, not applicable to DEA with
the top and bottom disk surfaces because the integrands for these
DEA can not be written in terms ofzi2zj as in Eq.~15!. Never-
theless, the reducable volume-volume DEA have the highest inte-
gration order and are much greater in number than surface-volume
and surface-surface DEA. Since the volume-volumed DEA are
most time consuming to compute, significant time savings in over-
all DEA calculation is observed after implementing the reduced
scheme.

Following the same procedure, reduced forms of DEA of a
three-dimensional rectangular enclosure can be derived. For ex-
ample, the volume to volume DEA between two zones in rectan-
gular enclosure can be reduced from a six dimensional integral to
27 three dimensional integrals. A rough estimation shows that
computational time can be saved with a factor ofM3/27.

2.3 Numerical Procedure. Analytical solutions are not
available for calculating DEA in a cylindrical enclosure except in
cases for surface to surface DEA with zero absorption coefficient.
In this case, DEA between surfaces are equivalant to view factors:
sisj5AiFi j 5AjF ji . Thus, the integrals need to be carried out
numerically. Gaussian quadrature is used for such multiple dimen-
sional integrals because its capability of achieving a high order of
accuracy with a small number of points@5#. The integrals are
carried out in such a way that each dimension of integration is
calculated using an adaptive 10-point Gaussian quadrature. Then
that dimension is subdivided to two regions, and re-calculated
using a 10-point Gaussian quadrature. If the results from those
two calculations have a percentage difference of less than 1023,
then integration in that dimension stops. Otherwise, that dimen-
sion is subdivided into three regions and repeated steps until the

Fig. 2 Schematic of volume-volume zones
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percentage difference of last two integration reaches 1023. A
similar scheme is used to calculate the obstructed view factors in
@13#, where a detailed description is given. To verify the valida-
tion of the current scheme, the surface-surface DEA with nonab-
sorbing media in a cylindrical enclosure was compared with ana-
lytical solutions for various geometry sets provided by Siegel and
Howell @14#. Almost an exact agreement was observed.

3 Results and Discussion

3.1 Validation of Reduced Integration Order Scheme.
The scheme developed in this study will be checked for its valid-
ity by comparison with data of Erkku@8#. Erkku studied the DEA
of a cylindrical system with up a 5312bB, whereB is the size
the volume zone,Dr 5Dz5B, andbB can be seen as the optical
thickness of the volume zone. The system has 5 volume zones in
the radial direction and 12 volume zones in the axial direction.
Totally, the system has 60 volume zones and 22 surface area
zones. The DEA are then normalized and tabulated in@3# and@8#
for various optical thickness. Among all the volume-volume DEA,
180 values are found to be distinct. The comparison with our
calculations showed less than 5% difference forbB up to 1.25. A
typical comparison of results for volume-volume DEA are shown
in Fig. 3 and Fig. 4 withbB50.5. The vertical axis of Fig. 3

shows the normalized volume-volume DEA defined as
gigj /(bB)2B2, while the horizontal axis is the axial distance be-
tween two zones. The three curves from top to bottom show a
comparison of the DEA results with data by Erkku for volume
zones next to the centerline~center-zone!, at the mid-point of the
radial direction~mid-zone!, and next to the surface~out-zone!,
respectively. Figure 4 shows the percentage difference of the cor-
responding data. It can be seen that these two sets of results agree
very well with a maximum difference of 3.1%, which is reason-
able taking account into the dimensions of integration. Thus, the
current scheme is validated. From the calculated data in the cur-
rent study, normalized DEA can be presented graphically or using
a correlation with optical thicknessbB, as by Erkku@8# and
Tucker @7#. However, we did not pursue this because of two rea-
sons: the uni-dimensional zone may not be an optimized approach
for estimating radiation heat flux; the integration of DEA using
this current technique is affordable with current computational
power.

It should be noted that although the current calculation has the
same origin as that of Erkku@8#, the procedures to calculate the
DEA are significantly different. Erkku took advantage of the uni-
dimensions of a zone (Dr 5Dz) and simplified the expression of
surface-surface and volume-surface DEA using an involved math-
ematical technique, which reduced the computational demands of
calculation. But it can only be used for uni-dimensional zones,
with significant limitations when applied to other configurations.
Erkku’s volume-volume DEA are derived from~8! because of
limited computational capacity. The current calculation uses Eq.
~19! to directly calculate the volume-volume DEA, thereby, the
conservation equation can be used to check the accuracy of the
calculated DEA.

An alternative and more general validation for the accuracy of
calculated DEA is to use conservative Eqs.~7! and ~8!. After
normalized withAi and 4bVi respectively, the right side of the
equations becomes unity. This is indeed the case where forbB
50.5, the sum of normalized DEA to volume zone is within 2%
of unity and to surface zone is within 0.5% of unity. Similar
accuracy was observed withbB up to 1.25. This again demon-
strates the validity of the current approach.

The computational time needed to integrate Eq.~16! is ob-
served to be at least a factor of six more than that of equations
derived in this study. This is because the integral is reduced by
one dimension, thus fewer quadrature points are needed for the
integration. The severity of singularities in the integrand may also
be reduced because of a reduction of the integral dimension.

3.2 Nonuniform Zones. This part of the study focuses on
using nonuniform zones to accurately estimate radiation heat flux
in problems with large temperature gradients. The geometry con-
sidered is an infinitely long cylindrical enclosure filled with semi-
transparent media. Temperature variation exists only in the radial
direction. The boundary is assumed to be black with constant
temperatureTs . Azad and Modest@15# provided an analytical
solution for the radiative heat flux in this cylindrical enclosure.
The heat flux at any arbitrary radial direction can be readily ex-
pressed as a function of temperature distribution and optical thick-
ness@2,15#. For an infinitely long cylinder, the heat flux at the
radial boundary zone can be expressed as following equation us-
ing the zonal method:

qsi5
1

Ai
S (

j 51

N

sisjebs j1(
k51

M

gksiebgk2AiebsiD
5

1

Ai
S (

k51

M

gksiebgk2(
k51

M

gksiebsiD (25)

The infinitely long cylinder is approximated by a cylinder enclo-
sure with axial optical thickness of 10, so that the surfaces of the
top and bottom disks have a minimal effect on heat flux at the
central axial surface zone, which is approximated as the surface

Fig. 3 Comparison of volume-volume DEA with Erkku †8‡. The
curves, from top to bottom, represent DEA of zones at the cen-
terline, midpoint, and surface of the cylinder, respectively.

Fig. 4 Percentage of difference of current results and the data
by Erkku †8‡
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heat flux in the analytical solution. Two temperature distributions
in the semitransparent medium described by the following equa-
tions are studied.

T~r !5Tc (26)

and

T~r !2Tc

Ts2Tc
5S t~r !

tR
D 5

(27)

wheretR is the optical thickness of the enclosure defined by the
radius and subscriptc indicates centerline. For the first tempera-
ture distribution, the semitransparent medium in the enclosure is
isothermal. The second distribution has large temperature gradient
near the surface, while temperature variation around centerline is
small.

Figures 5 and 6 show the normalized surface heat flux for the
two different temperature distributions. The heat flux is normal-
ized byqsi /s(Tc

42Ts
4). A 6311 zone system is used in the cur-

rent study. The heat flux to the surface zone at half length in axial
direction is then compared with the analytical heat flux of an
infinitely long cylinder. For the nonuniform zone, theDr of two

adjacent zones has a ratio of 0.7 and decreases in the radial direc-
tion so that the region with the large temperature gradient has a
greater number of zones.

If the medium in the cylinder enclosure is isothermal, the sur-
face heat flux predicted by the uniform zone system agrees
very well with Azad and Modest’s analytical solution. This agree-
ment extends over a range optical thickness with less than 2% of
error observed. For the nonisothermal case with a small optical
thickness, both the uniform and nonuniform zones show good
agreement with the analytical solution. This is because the absorp-
tion of the semitransparent medium is small with small optical
thickness, thus its effect on boundary surface heat flux is small.
However, as the radial optical thickness of the enclosure increases
to 5, the uniform zone solution has a maximum error of around
20% while non-uniform zone’s error is around 5%. This is be-
cause as the optical thickness of the enclosure increases, the tem-
perature variation of zones near the boundary becomes larger over
a large optical thickness (bDr ), thus the isothermal approxima-
tion for each zone becomes less appropriate. The nonuniform grid
has a larger number of zones at the boundary to accomodate re-
gions with larger temperature gradients, thus resulting in an im-
proved accuracy. Thus, reasonable accuracy of predicting the ra-
diative heat flux can be achieved using a small number of zones
by choosing smaller zones in regions with a large temperature
gradient.

4 Conclusion
A variable transformation to reduce the integration order for

DEA calculations was discussed. With this technique, the DEA
were calculated by direct integration without resorting to the con-
servative equations. This transformation can reduce the integrals
needed for calculating DEA by one order as well as the severity of
singularities. A factor of six in saving computational effort was
observed in this study when compared with direct integration of
DEA. Thus considerable saving of computational time can be
achieved using the reduced integration scheme. DEA calculations
agree well with published data.

In certain applications, such as laser heating, where a large
temperature gradient may exist in a part of the computational
domain, nonuniform zone size is desirable in terms of efficiency
and accuracy. Nonuniform zone also requires fewer zones to
achieve high accuracy. It is demonstrated that with smaller zones
at regions where temperature gradients are large, a significantly
improvement in model accuracy and robustness was observed.
Additionally, the technique can readily be applied to three-
dimensional rectangular enclosure with non-uniform zones, simi-
lar saving in computation time is expected.
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Nomenclature

A 5 surface area, m2

eb 5 black emissive power, W/m2

gigj 5 direct exchange area between volume zonesi and j, m2

gisj 5 direct exchange area between volume zonei and sur-
face zonej, m2

sisj 5 direct exchange area between surface zonesi and j, m2

Fi , j 5 view factor between two surfaces
M 5 number of volume zones; number of quadrature points
N 5 number of surface zones
S 5 distance between two zones, m
V 5 volume, m3

Fig. 5 Comparison of nondimensionalized surface heat flux of
an isothermal cylinder using uniform zones with analytical so-
lution †2‡

Fig. 6 Comparison of nondimensionalized surface heat flux of
a nonisothermal cylindrical enclosure by uniform and non-
uniform zones with analytical solution †2‡
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Greek Letters

b 5 extinction coefficient, m21

f 5 azimuthal angle, rad
s 5 Stefan-Bolzman constant, 5.67031028 W/m2 K4

t 5 optical thickness
u 5 angle between surface normal andS, rad
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Geometric Optimization of
Radiant Enclosures Containing
Specular Surfaces
This paper presents an optimization methodology for designing radiant enclosures con-
taining specularly-reflecting surfaces. The optimization process works by making intelli-
gent perturbations to the enclosure geometry at each design iteration using specialized
numerical algorithms. This procedure requires far less time than the forward ‘‘trial-and-
error’’ design methodology, and the final solution is near optimal. The radiant enclosure
is analyzed using a Monte Carlo technique based on exchange factors, and the design is
optimized using the Kiefer-Wolfowitz method. The optimization design methodology is
demonstrated by solving two industrially-relevant design problems involving two-
dimensional enclosures that contain specular surfaces.@DOI: 10.1115/1.1599369#

Keywords: Geometry, Heat Transfer, Monte Carlo, Radiation

Introduction
The design of radiant enclosure geometry is a challenging prob-

lem often encountered in the field of thermal engineering. Enclo-
sure geometry is an important consideration in almost every de-
sign problem involving radiant enclosures, and in particular those
that contain specularly-reflecting surfaces. Common examples in-
clude solar concentrating collectors and light boxes for illumina-
tion applications.

Traditionally, the enclosure geometry is designed using a for-
ward ‘‘trial-and-error’’ methodology. First, the designer poses a
candidate enclosure geometry and then evaluates it by performing
an analysis. If this enclosure design does not satisfy the problem
requirements, the designer modifies the design according to his or
her experience and intuition and repeats the analysis. This process
continues until a satisfactory solution to the design problem is
identified. Usually, this requires many iterations, and consequently
a substantial amount of design time. Furthermore, while the final
solution may be satisfactory, it is rarely optimal.

Recently, optimization techniques have been adapted to design
radiant enclosures. The procedure is as follows: first, an objective
~or ‘‘cost’’! function,F(F), is defined so that the minimum of the
objective function corresponds to the ideal design outcome. The
objective function depends on a set of design parameters con-
tained in the vectorF that control the enclosure configuration.
Specialized numerical algorithms are then employed to minimize
the objective function through successive iteration. The total num-
ber of iterations required by the design process is limited by mak-
ing intelligent changes to the design parameters at each step,
based on the local objective function curvature. Consequently, far
fewer iterations are required to solve the design problem com-
pared with the forward methodology, and the final solution is
usually near optimal.

Enclosure geometry is one of the most important considerations
when designing enclosures that contain specular surfaces; accord-
ingly, most literature dealing with enclosure geometry design has
focused on this class of problem. Non-imaging optics techniques
are among the most widely used methods for optimizing the ge-
ometry of enclosures containing specular surfaces@1#. The most
common of these techniques is the edge-ray method, which uses a
complex mathematical procedure based on analytical geometry
and calculus to determine the optimal shape of reflector surfaces,

and is often applied to design concentrators that have the highest-
possible radiant heat flux concentration ratios between entrance
and exit apertures. Gu¨ven @2# also presented a semi-analytical
method for designing collector geometries. In this method, the
optimal collector shape is found by deriving an analytical expres-
sion for the intercept factor~defined as the fraction of the reflected
radiation that reaches the receiver!, which is then maximized by
taking the derivatives with respect to two geometric parameters
and setting these equal to zero. While these techniques are very
powerful design tools, they can only be used to treat a narrow
class of enclosure geometry and do not account for surfaces prop-
erties that have both diffuse and specular components. Moreover,
the designer must possess specialized mathematical knowledge in
order to carry out these analyses.

Numerical simulation has been extensively used to design radi-
ant enclosures containing specular surfaces. Most simulations are
based on a Monte Carlo ray-tracing method, which can treat very
complex problems and is also very straightforward to implement.
Ryan et al.@3# used a Monte Carlo technique to analyze a cylin-
drical solar collector, and drew general conclusions about the col-
lector configuration based on a series of univariate parametric
studies. Mushaweck et al.@4# calculated optical reflector shapes
for non-tracking parabolic trough collectors. The reflector shape
was set equal to the idealized edge-ray solution, which in turn is a
function of the upper and lower acceptance angles of the reflector.
The ideal collector configuration was then found by plotting the
average utilizable power over a rectangular domain defined by the
maximum and minimum values of the acceptance angles. Al-
though numerical simulation techniques can treat a more exten-
sive set of problems than those based on analytical solutions, both
of the above studies relied on primitive optimization algorithms
that required a substantial amount of design time and also re-
stricted the number of design parameters that could be considered
in the analysis.

A more sophisticated optimization approach is described by
Ashdown @5#, in which a ray-tracing technique used to simulate
illumination within an enclosure is coupled with a genetic algo-
rithm that searches for the globally optimum enclosure geometry.
Genetic algorithms mimic natural selection as it occurs in nature.
This class of algorithms generates new designs by ‘‘mating’’ pairs
of previously generated designs and by ‘‘mutating’’ existing de-
signs. The designs that perform well are favored in the mating
process, and after many generations, a near-optimum solution is
usually found.

This paper presents an optimization method for determining the
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enclosure configuration that produces a desired heat flux and tem-
perature distribution over a region of the enclosure surface, called
the design surface. This class of problem is commonly encoun-
tered when the radiant enclosure is part of a heat treatment pro-
cess; for example, the design surface may consist of food products
that need to be baked or a coated surface that needs to be dried or
cured. In this method, a Monte Carlo technique based on ex-
change factors is used to calculate the boundary conditions over
the design surface, while the objective function is minimized us-
ing the Kiefer-Wolfowitz method, a gradient-based technique that
is well-suited for optimizing stochastic systems in which analyti-
cal gradient estimates are not available. Finally, the procedure is
demonstrated by applying it to design two two-dimensional radi-
ant enclosures containing both diffuse and specularly reflecting
surfaces.

Gradient-Based Optimization
Optimization methods work by solving the well-posed forward

~or explicit! design problem through successive iteration. Unlike
the ‘‘trial-and-error’’ design methodology, which relies solely on
the designer’s intuition, the optimization methodology uses nu-
merical algorithms to adjust the design configuration at each itera-
tion until the optimum design is identified. In this way, the num-
ber of iterations and consequently the time required to design the
enclosure is reduced, and the final solution quality is usually
much better than that obtained by the trial-and-error design
methodology.

The first step of the optimization process is to define an objec-
tive function, F(F), which quantifies the ‘‘goodness’’ of a par-
ticular design configuration, in such a way that the minimum of
F(F) corresponds to the optimal design. The objective function is
dependant on a set of variables contained inF, called design
parameters, which completely specify the design configuration.
The goal, then, is to identify the set of design parameters that
minimize F(F),

F~F* !5Min@F~F!#, FPRn. (1)

Often, it is also necessary to impose design constraints onF of
the form

ci~F!50, i 51 . . . m8
(2)

ci~F!>0, i 5m811 . . . m,

which define the domain ofF in n-space, called the feasible
region.

Consider the radiant enclosure design problem shown in Fig. 1.
The objective of this problem is to identify the enclosure geom-
etry and heater settings that produce a desired heat flux and tem-
perature distribution over the design surface. This is accomplished
by first specifying the temperature distribution over the design
surface and then using the heat flux evaluated atNDS discrete
locations over the design surface to define the objective function,

F~F!5
1

NDS
(
j 51

NDS

@qs j~F!2qs j
target#2, (3)

with the design parameters inF specifying the heater settings and
enclosure geometry. The heat flux distribution over the design
surface that best matches the desired distribution is produced by
the design configuration corresponding toF* , which in turn is
found by minimizing the objective function defined in Eq.~3!.
~Alternatively, the heat flux distribution could be specified over
the design surface and the temperature distribution could be used
to defineF(F).) Design constraints could also be imposed to
limit the size of the enclosure, and to prevent the heat flux distri-
bution over the heater surface from assuming negative values.

Many different methods have been developed to minimize the
objective function. Gradient-based techniques are commonly em-
ployed if the feasible region is convex and the defining objective
function and constraints in Eqs.~1! and ~2! are continuously dif-

ferentiable. These algorithms findF* iteratively; at thekth itera-
tion, a search direction,pk , is first chosen based on the objective
function curvature atFk . Next, a step size,ak , is found, usually
by performing a ‘‘line’’ minimization of F(Fk1akpk) with re-
spect toak using Newton-Raphson, bisection, or golden section
routines. Alternatively, the step size can be set equal to a series
based on the iteration number,k @6#,

ak5
a0

ka
, 0<a<1. (4)

Finally, the new set of design parameters is found by taking a
‘‘step’’ in the pk direction,

Fk115Fk1akpk . (5)

Gradient-based methods differ on how the search directions are
chosen. In the steepest-descent method, the search direction is set
equal to the direction of steepest-descent,

pk52
g~Fk!

ug~Fk!u
, (6)

where the gradient vector,g(Fk), contains the first-order sensi-
tivities of the objective function to each of the design parameters,

g~Fk!5H ]F~Fk!

]F1
,
]F~Fk!

]F2
, . . . ,

]F~Fk!

]Fn
J T

. (7)

Although this method is the most intuitive of the gradient-based
techniques, it is not a popular choice because it only uses first-
order curvature information in the calculation ofpk and accord-
ingly has a slower rate of convergence toF* , compared with
other higher-order methods. Nevertheless, this method is widely
used to optimize stochastic systems, for reasons that will be pre-
sented later in this paper.

Solution of the Heat Flux Distribution
In this application, the heat flux distribution over the design

surface is estimated using exchange factors calculated by the
Monte Carlo method. The Monte Carlo method has been exten-
sively used to analyze many different radiant enclosure problems,
and is especially well suited for analyzing enclosures containing
specularly-reflecting surfaces. Although the Monte Carlo method

Fig. 1 Example of a radiant enclosure design problem
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has been described extensively in the literature, e.g.,@7,8#, it is
presented again here to better demonstrate challenges inherent in
stochastic optimization.

The first step of this method is to discretize the enclosure sur-
face intoN elements, with theith element having areaDAi . The
emissivity« i is known over each element, and either the heat flux,
qsi , or the temperature,Ti , is specified. Assuming a uniform
temperature or heat flux distribution over each element and per-
forming an energy balance over theith element results in the
equation

qsi~F!1(
j 51

N

« jEb j~F!Fj i ~F!
DAj~F!

DAi~F!
5« iEbi~F!, (8)

whereEbi(F)5sTi
4(F) andFj i (F) is the exchange factor from

the jth to the ith element, equal to the fraction of the radiant
energy emitted by thejth element that is absorbed by theith
element. By applying the reciprocity rule for exchange factors,
Eq. ~8! can be rewritten in a more compact form,

qsi~F!

« i
1(

j 51

N

Eb j~F!Fi j ~F!5Ebi~F!. (9)

Although the analytical solution of the exchange factor is quite
tractable for diffuse-walled enclosure problems, this is not the
case for enclosures that contain specular surfaces. The exchange
factor, Fi j (F), can be expressed as the expectation of a random
variableFi j (F,j), wherej contains the three random variables
that specify the emission direction and location of a random
bundle leaving theith surface. Theoretically,Fi j (F) could be
found by integrating over the probability distribution governing
eachj i , i.e.,

Fi j ~F!5E@Fi j ~F,j!#

5E
0

1E
0

1E
0

1

Fi j ~F,j!dP1~j1!dP2~j2!dP3~j3!. (10)

~This is, in fact, equivalent to the integration used to calculate
view factors between diffuse surfaces.! Instead, we use a Monte
Carlo simulation to estimateFi j (F) in Eq. ~10!,

E@Fi j ~F,j!#'Fi j̃ ~F!5
1

Nbi
(
k51

Nbi

Fi j ~F,jk!5
Nbi j

Nbi
, (11)

whereNbi is the total number of bundles emitted by theith ele-
ment, andNbi j is the number of those elements that are absorbed
by the jth element. Due to the law of large numbers, the Monte
Carlo approximation ofE@Fi j (F,j)# becomes exact with prob-
ability one asNbi approaches infinity. Since we are restricted to
using a finite number of bundles, however,Fi j̃ (F) contains a
random error that propagates throughout the solution.

Assume the elements are renumbered so thatTi is specified for
i 51 . . . m and qsi is specified fori 5m11 . . . N. Equation~9!
can then be rewritten as

q̃si~F!

« i
1 (

j 5m11

N

Ẽb j~F!Fi j̃ ~F!5Ebi~F!2(
j 51

m

Eb j~F!Fi j̃ ~F!

(12)

for elements with specifiedTi , and

Ẽbi~F!2 (
j 5m11

N

Ẽb j~F!Fi j̃ ~F!5
qsi~F!

« i
1(

j 51

m

Eb j~F!Fi j̃ ~F!

(13)

for elements whereqsi is specified. Equations~12! and ~13! are
arranged so theqsi and Ebi terms on the right-hand sides are
known, while those on the left-hand side remain unknown. Writ-

ing Eqs.~12! and~13! for all the elements results in a system ofN
equations containingN unknowns, which are rearranged into a
matrix equation

Ãx̃5b̃, (14)

where x̃5$q̃s1 , . . . ,q̃sm,Ẽbm11 , . . . ,ẼbN%T. ~The dimension of
Ã can be reduced by excluding equations that correspond to ele-
ments whereqs is equal to zero.!The Ã matrix is usually well-
conditioned, and Eq.~14! can be solved to yield the heat flux
distribution over the design surface.

This heat flux distribution is subject to a random error induced
by the sampling error in the exchange factors, as well as a ‘‘bias’’
error caused by assuming uniform heat flux and temperature dis-
tribution over each surface element. The former error is reduced
by increasing the number of bundles emitted by each element,
while the latter diminishes with a higher level of grid refinement.
Nevertheless, both errors result in a grid-dependent objective
function containing a statistical uncertainty, which renders it dif-
ficult to optimize.

The magnitude of the random error is estimated by performing
a replication procedure. Suppose a total ofNbundlesbundles is used
to calculate the exchange factors throughout the process. A se-
quence of Monte Carlo simulation is used to estimatep indepen-
dent sets of the required exchange factors, each usingNbundles/p
bundles. Each of these sets of exchange factors is then used to find
an estimate of the heat flux distribution over the design surface,
through Eq.~14!. Performing this procedure for each set of ex-
change factors results inp independent solutions,x̃k, k
51 . . .p.

The heat flux at each discrete point over the design surface is
then approximated by the average of thep independent solutions,

q̃si~F!5
1

p (
k51

p

q̃si
k ~F!, (15)

while the corresponding random error associated withq̃si(F) is
estimated from the sample standard deviation,

s i ,ave~F!5
s i~F!

Ap
, (16)

wheres i
2(F) is the sample variance of thep measurements, given

by

s i
2~F!5

1

p21 (
k51

p

@ q̃si
k ~F!2q̃si~F!#2. (17)

Optimization Procedure
The goal of the optimization process is to minimize the objec-

tive function defined by Eq.~3!. In this application, however, the
heat flux at each discrete point over the design surface,qs j(F), is
estimated byq̃s j(F), which in turn is obtained from the Monte
Carlo technique presented in the previous section. Accordingly,
the objective function is approximated by

F~F!'F̃~F!5
1

NDS
(
j 51

NDS

@ q̃s j~F!2qs j
target#2. (18)

This approximation is subject to a sampling error,d1(F), induced
by the statistical uncertainty inq̃s j(F). The sampling error is
estimated by@9#

d1~F!'F(
i 51

NDS

(
j 51

NDS ]F~F!

]q̃si

]F~F!

]q̃s j
G i j ~F!G 1/2

, (19)

where the terms of the variance-covariance matrix,G~F!, are de-
fined by
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G i j ~F!5
1

p~p21! (k51

p

@ q̃si
k ~F!2q̃si~F!#@ q̃s j

k ~F!2q̃s j~F!#.

(20)

The uncertainty inherent in the evaluation ofF̃(F) makes the
optimization of stochastic systems somewhat more complicated
than that of deterministic systems, since the ‘‘exact’’ value of
F(F) is unknown.

Many methods used to optimize stochastic systems are based
on those used to optimize deterministic systems. The Kiefer-
Wolfowitz method @10,11# is a gradient-based technique that is
often used when an analytical evaluation of the gradient ofF̃(F)
is not possible. This method is based on the steepest-descent al-
gorithm; at thekth iteration, the step size is found from Eq.~4!,
and the search direction is set equal to

pk5
2g̃~Fk!

ug̃~Fk!u
, (21)

whereg̃(Fk) is the second-order central-difference approximation
of the gradient vector ofF̃(F) at Fk . The pth term ofg̃(Fk) is
given by

g̃p~Fk!5
F̃~Fk1ep•hk!2F̃~Fk2ep•hk!

2hk
, (22)

where ep is the unit vector in thepth direction, andhk is the
interval used in the finite-difference approximation at thekth
iteration.

This estimate contains two sources of error: a bias error,
d2,p,k(Fk ,hk), due to the truncation of higher-order terms in the
finite-difference approximation, and a random error,
d3,p,k(Fk ,hk), induced by the sampling error inF̃(Fk). ~This
random error tends to dominate finite difference approximation of
higher-order derivatives, which is why steepest-descent is used
instead of the Newton and quasi-Newton methods.! The bias error
is given by@12#

d2,p,k~Fk ,hk!5gp~Fk!2
F~Fk1ep•hk!2F~Fk2ep•hk!

2hk
.

(23)

Since the central difference approximation improves with dimin-
ishing step size,d2,p,k(Fk ,hk) decreases ashk becomes small.
Assuming independent estimates ofF(Fk1ep•hk) and F(Fk
2ep•hk), the random error is found from

d3,p,k~Fk ,hk!5
Ad1

2~Fk1ep•hk!1d1
2~Fk2ep•hk!

2hk
, (24)

and tends toincreaseas hk becomes small, since decreasinghk
does not necessarily decrease the magnitude of the numerator in
Eq. ~24!. Therefore, it is important to select an intermediate inter-
val length that ensures bothd2,p,k(Fk ,hk) andd3,p,k(Fk ,hk) are
sufficiently small. One choice is to reducehk with each successive
iteration according to a series similar to Eq.~4!,

hk5
h0

kb
, 0<k<1. (25)

Pflug @12# recommends values ofa51 andb51/3 for Eqs.~4!
and ~25!, respectively.

Another way of reducingd3,p,k(Fk ,hk) is to use the same se-
quence of random numbers~common random numbers,@13#! to
generate bothF̃(F1ep•hk) and F̃(F2ep•hk).

Demonstration of Method
The method described in the previous section is demonstrated

by applying it to design two radiant enclosures. In both cases, the

goal of the design process is to identify an enclosure geometry
that produces a uniform heat-flux distribution over the
temperature-specified design surface.

The first enclosure, shown in Fig. 2, consists of a heater sur-
face, a temperature-specified design surface, and two adiabatic
reflector surfaces. The heater and design surfaces are both diffuse
and have an emissivity of«51, while the adiabatic surfaces are
perfectly specular with a reflectivityr51. A uniform heat input
qsHS51 W/m2 is maintained over the entire heater surface, while
the design surface has an emissive powerEbDS50 W/m2.

The objective of the problem is to find the enclosure geometry
that results in a uniform heat flux ofqsDS521 W/m2 over the
design surface, which is done by minimizing the objective
function

F̃~F!5
1

NDS
(
j 51

NDS

@ q̃s j~F!11#2, (26)

whereF5$F1 ,F2%
T control thex andy-coordinates of the upper

left-hand vertex of the enclosure, respectively. The minimum of
Eq. ~26! is estimated by performing an unconstrained Kiefer-
Wolfowitz minimization, starting atF05$20.5,0.5%T. A personal
computer with a Pentium III™ 600 MHz processor and 130 MB
of RAM was used to perform the minimization.

As previously mentioned, assuming a uniform heat flux and
emissive power distribution over each surface element produces
discretization errors in the values ofq̃s j(F), and accordingly in
F̃(F), that diminish with increasing levels of grid refinement.
Therefore, it is necessary to perform a grid refinement study prior
to the optimization process in order to estimate the discretization
error in F̃(F), and to ensure that enough surface elements are
used in the analysis.~This also helps the designer to choose a
suitable convergence criterion, since seeking a value ofF̃(F* )
smaller than the discretization error is computationally expensive
and does not provide further improvement in solution quality.!

A grid-refinement study performed atF05$20.5,0.5%T is
shown in Fig. 3. A constant ratio of bundles to elements,
Nbundles/N523105, was used to obtain approximately the same
sampling error at every level of refinement. An estimate of the
grid-independent solution is obtained from the highest level of
grid refinement,F̃`(F0)'F̃2048(F0)50.1690. The discretization
error at the next highest level of grid refinement,N51024, is then
estimated as22.7431024, or 21.6 percent of the grid-
independent solution.

Next, the effect of the number of bundles on the random error,
d1(F), is demonstrated by systematically increasing the number

Fig. 2 First radiant enclosure design problem
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of bundles used to calculateF̃(F0) for an enclosure withN
51024 discrete surface elements. As shown in Fig. 4, a power-
law relationship exists between the number of bundles and the
random error,

d1~F0!51.4320Nbundles
20.5272, (27)

which is consistent with the 1/ANbundles trend predicted by the
central limit theorem.

Based on the above results, the Kiefer-Wolfowitz minimization
was carried out usingN51024 elements. In order to decrease
d1(Fk) asFk approachesF* , the number of bundles used in the
simulation was increased with each successive iteration according
to

Nbundles5A log10 k1B, (28)

whereA51603106 andB5203106, chosen based on the results
of the grid and bundle refinement studies. The minimization pro-
cedure is stopped when

uF̃~Fk!2F̃~Fk21!u,131024. (29)

The resulting solution path is shown in Fig. 5. Eight steps,
corresponding to 22 hours of CPU time, were required to identify
a local minimum atF* 5$0.0034,0.8547%T, with F̃(F* )52.26
31024. The enclosure geometries corresponding toF0 and F*
are shown in Fig. 6, while the heat flux distributions over the
design surface are shown in Fig. 7. A grid refinement study per-

formed onF̃(F* ) is also shown in Fig. 3, which demonstrates
that a sufficient number of elements were used to identify the
local minimum.

The second design problem is shown in Fig. 8, and is similar to
the imaging furnace described by Maruyama@14#. The enclosure
consists of a cylindrical heating element surrounded by six reflect-
ing surfaces and a design surface. The heater surface is black and

Fig. 3 Grid refinement study for the design problem of Fig. 2

Fig. 4 Effect of number of bundles on d1„F0… for the design
problem of Fig. 2

Fig. 5 Minimization path for design problem of Fig. 2

Fig. 6 Initial and final enclosure geometries for the design
problem of Fig. 2

Fig. 7 Initial and final design surface heat flux distributions
for the design problem of Fig. 2
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diffuse, and has a specified heat flux ofqsHS51/2pR W/m2,
where the radius of the heater element isR50.1 m. The design
surface has a specified emissive powerEbDS50 W/m2 and an
emissivity of «DS50.6. The reflecting surfaces are adiabatic and
are specular-diffuse having the optical properties of polished
nickel, with rs50.65,rd50.25, and«50.1 @15#.

The objective of the design problem is to identify the enclosure
configuration that most closely produces a heat flux ofqsDS

target

520.5 W/m2 over the design surface. The enclosure configura-
tion is governed by five design parameters;F1 throughF4 con-
trol the orientation of the reflector surfaces, whileF5 specifies the
height of the heater element over the design surface. The optimal
configuration is again determined by performing an unconstrained
Kiefer-Wolfowitz minimization, starting from F05$0.25,
0.75,0.75,1.25,0.5%T. The minimization was carried out on a PC
workstation with a Pentium OHM™ 2 GHz processor and 1000
MB of RAM.

Based on the results of a grid refinement study performed at
F0 , 1024 surface elements were again used throughout the mini-
mization process. A bundle refinement study performed atF0 was
used to select values forA andB in Eq. ~27! equal to 63106 and
53105, respectively. The minimization procedure was stopped
when

uF̃~Fk!2F̃~Fk21!u,131026. (30)

Eighteen steps and forty hours of CPU time were required to
identify a local minimum atF* 5$0.2982,0.6980,0.7600,1.3935,
0.5588%T with F̃(F* )57.8731025. The initial and final enclo-
sure configurations are shown in Fig. 9, while the corresponding
heat flux distributions are shown in Fig. 10.

One of the drawbacks of gradient-based minimization is that
only one local minimum can be detected during a single minimi-
zation process. For example, it is clear from Fig. 5 that multiple
local minima exist, and an alternate local minimum might have
been detected if a different set of initial design parameters were
chosen. The simplest remedy to this problem is to carry out mul-
tiple minimizations, each time starting from a differentF0 . Al-
though sophisticated multistart heuristic algorithms use this ap-
proach in an attempt to locate the global minimum~e.g.,@16#!, the
CPU time associated with performing multiple local minimiza-
tions in this setting makes their application computationally
intractable.

Conclusions and Future Work
Until recently, radiant enclosure geometry has almost exclu-

sively been designed using a forward ‘‘trial-and-error’’ design
methodology. This work describes an optimization methodology
that facilitates the design of radiant enclosures containing specular
surfaces; it requires far less design time, and the solution quality is
usually much better than that obtained using the forward design
methodology. In the optimization methodology, the primal prob-
lem is solved using a Monte Carlo technique based on exchange
factors, and the optimization is carried out using the Kiefer-
Wolfowitz method. The latter method is specialized for optimizing
stochastic systems and is well suited to accommodate the random
error inherent in the Monte Carlo technique. This methodology
was successfully implemented to design the geometry of two two-
dimensional radiant enclosures containing specularly-reflecting
surfaces.
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Nomenclature

a 5 step size coefficient, Eq.~4!
A 5 coefficient matrix for heat flux equation, Eq.~13!
A 5 coefficient for determiningNbundles,k , Eq. ~27!
b 5 interval length coefficient, Eq.~23!
b 5 right-hand vector for heat-flux equation
B 5 constant for determiningNbundles,k , Eq. ~27!

Fig. 9 Initial and final enclosure geometries for the design
problem of Fig. 9

Fig. 10 Initial and final design surface heat flux distributions
for the design problem of Fig. 9

Fig. 8 Second radiant enclosure design problem
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ci 5 design constraint
ep 5 unit vector in thepth direction

E@ # 5 expectation function
Ebi 5 sTi

4, W/m2

%EI 5 energy imbalance, Eq.~25!
F(F) 5 objective function

Fi j 5 exchange factor betweenith and jth surface ele-
ments

g(F) 5 gradient vector
hk 5 interval length for central-difference approximation

at thekth iteration
k 5 iteration number
n 5 number of design parameters
N 5 number of finite surface elements

Nbundles 5 number of bundles used in Monte Carlo simulation
NDS 5 number of surface elements on design surface

p 5 number of independent solutions used to estimate
d1

p 5 search direction
qs 5 heat flux, W/m2

T 5 temperature, K
x 5 vector containing unknown values ofqsi andEbi

Subscripts and Superscripts

k 5 iteration number
˜ 5 value subject to statistical uncertainty

Greek Symbols

a 5 step size
d1(F) 5 random error inF̃(F), Eq. ~18!

d2(F,h) 5 bias error ing(F) due to finite-difference approxi-
mation, Eq.~21!

d3(F) 5 random error ing(F) due tod1 , Eq. ~22!
« 5 surface emissivity
F 5 vector containing design parameters

F* 5 design parameters corresponding to optimal solution
Fp 5 pth design parameter

G 5 variance-covariance matrix
r 5 surface reflectivity

s 5 Stefan-Boltzmann constant
s i ,ave 5 random error associated withq̃si(F), Eq. ~15!

s i
2 5 variance of samples obtained by stratified sampling,

Eq. ~16!
j 5 vector containing random variables used to find

exchange factors
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Evaporation Heat Transfer and
Pressure Drop of Refrigerant
R-410A Flow in a Vertical Plate
Heat Exchanger
Experiments are carried out here to measure the evaporation heat transfer coefficient hr
and associated frictional pressure drop∆Pf in a vertical plate heat exchanger for refrig-
erant R-410A. The heat exchanger consists of two vertical counterflow channels which are
formed by three plates whose surface corrugations have a sine shape and a chevron angle
of 60 deg. Upflow boiling of refrigerant R-410A receives heat from the hot downflow of
water. In the experiments, the mean vapor quality in the refrigerant channel is varied from
0.10 to 0.80, the mass flux from 50 to 100kg/m2s, and the imposed heat flux from 10 to
20 kW/m2 for the system pressure fixed at 1.08 and 1.25 MPa. The measured data
indicate that both hr and∆Pr increase with the refrigerant mass flux except at low vapor
quality. In addition, raising the imposed heat flux is found to significantly improve hr for
the entire range of the mean vapor quality. However, the corresponding friction factor ftp
is insensitive to the imposed heat flux and refrigerant pressure. Based on the present data,
empirical correlations are provided for hr and ftp, for R-410A in the plate heat ex-
changer. @DOI: 10.1115/1.1518498#

Keywords: Boiling, Evaporation, Heat Transfer, Heat Exchangers

1 Introduction
Over the past decades the HCFC~hydrochlorofluorocarbon! re-

frigerant R-22 has been used as the working fluid in many refrig-
eration and air-conditioning systems. But it will be phased out in
a short period of time~before 2020!since the chlorine it contains
has an ozone depletion potential~ODP! of 0.055 and compara-
tively high global warming potential~GWP!of 1500 based on the
time horizons of 100 years@1,2#. As a result, the search for a
replacement for R-22 has been intensified in recent years. Owing
to the fact that there are no single-component hydrofluorocarbons
~HFCs! that have thermodynamic properties close to those of
R-22, binary or ternary refrigerant mixtures have been introduced.
The technical committee for the Alternative Refrigerants Evalua-
tion Program~AREP!has proposed an updated list of the potential
alternatives to R-22@2#. Some of the alternatives on the AREP’s
list are R-410A, R-410B, R-407C and R-507. Currently, R-134a is
extensively used in many systems. A number of investigations
have been reported in the literature dealing with the phase change
heat transfer of R-134a in ducts of various geometries. However,
the two-phase boiling and condensation heat transfer characteris-
tics for R-410A, R-410B, and R-407C have not been studied ex-
tensively. It should be mentioned here that refrigerant R-410A is a
mixture of R-32 and R-125~50 percent by mass!which exhibits
azetropic behavior with a temperature glide of about 0.1°C.

A number of studies have been reported in the open literature
on the R-22 evaporation heat transfer in various enhanced ducts
such as microfin tubes@3,4#, internally-fin tubes@5#, and axially
grooved tubes@6#. The measured data were compared with other
common refrigerants. Recently, Sami and Poirier@7# compared the
evaporation and condensation heat transfer data inside an en-
hanced tubing for several refrigerant blends proposed as substi-
tutes for R-22, including R-410A, R-410B, R-507 and the quan-
ternary mixture R-32/125/143a/134a. They showed that the two

phase heat transfer coefficient and pressure drops all increased
with the refrigerant mass flux. In a continuing study@8# they
showed that in a double fluted tube for the refrigerant Reynolds
number higher than 4.23106, R-410A had better evaporation heat
transfer than R-507. Wang et al.@9# compared the measured data
for R-22 and R-410A flowing in a horizontal smooth tube and
indicated that the heat transfer coefficients for R-410A were
10–20 percent higher than those for R-22 and the pressure drop of
R-410A was about 30–40 percent lower than that of R-22. This
outcome was attributed to the higher latent heat of vaporization,
thermal conductivity and specific heat, and lower liquid viscosity
for R-410A. In a similar study Ebisu and Torikoshi@10# indicated
that the evaporation heat transfer coefficient of R-410A was 20
percent higher than that of R-22 up to the vapor quality of 0.4,
while the heat transfer coefficients for both R-410A and R-22
became almost the same at the quality of 0.6. Furthermore, the
pressure drop for R-410A was about 30 percent lower than that of
R-22 during evaporation. The quantitative differences in the pres-
sure drops between R-410A and R-22 were mainly attributed to
the lower vapor density for R-410A. Wijaya and Spatz@11#
reached a similar conclusion.

Plate heat exchangers~PHEs!have been widely used in food
processing, chemical reaction processes and many other industrial
applications due to their high effectiveness, compactness, flexibil-
ity, and cost competitiveness. Furthermore, they have been intro-
duced to the refrigeration and air conditioning systems as evapo-
rators or condensers. Recently, a number of investigations on
PHEs were reported in the open literature. Unfortunately, these
studies were mainly focused on the single-phase liquid-to-liquid
heat transfer@12–15#. In view of this scarcity in the two-phase
heat transfer data for PHEs, Yan and Lin@16# recently investigated
the evaporation of R-134a in a vertical plate heat exchanger. They
showed that that evaporation heat transfer for R-134a flowing in
the PHE was much higher than that in circular tubes, particularly
in high vapor quality convection dominated regime. Both the
evaporation heat transfer coefficient and pressure drop increased
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with the refrigerant mass flux and vapor quality. Moreover, the
rise in the heat transfer coefficient with the quality was larger than
that in the pressure drop.

The above literature review clearly reveals that although
R-410A is one of the most possible substitutes for R-22, the two-
phase heat transfer data for R-410A are still scarce especially for
PHEs. To complement our previous study on the two-phase heat
transfer in the PHE@16#, the evaporation heat transfer of R-410A
in a vertical PHE is investigated in this study.

2 Experimental Apparatus and Procedures
The experiment apparatus established previously to explore the

R-134a evaporation in a PHE@16# is used here to investigate the
evaporation heat transfer and associated frictional pressure drop of
R-410A in a vertical PHE. It includes a refrigerant loop, two water
loops ~one for preheater and the other for the test section!, and a
cold water-glycol loop. R-410A is circulated in the refrigerant
loop. In order to control various test conditions of R-410A in the
test section, we need to control the temperature and flow rate in
the other three loops. The detailed description of the apparatus is
available from our earlier study@16#. The refrigerant flow rate is
measured by an accurate mass flux meter manufactured by Mir-
comotion~Type UL-D-IS!with a reading accuracy of61 percent.
Here only the test section employed in the experiment is described
in some detail.

Three commercial SS-316 plates manufactured by the Kaori
Heat Treatment Co. Ltd., Taiwan, form the plate heat exchanger
~test section!. The plate surfaces are pressed to become grooved
with a corrugated sinusoidal shape and 60 deg of chevron angleb.
The detailed configuration of the PHE can be seen in Fig. 1. The
corrugated grooves on the right and left outer plates have a V
shape but those in the middle plate have a contrary V shape on
both sides. This arrangement allows the flow stream to be divided
into two different flow directions along the plates. Thus, the flow
moves mainly along the grooves in each plate. Due to the contrary
V shapes between two neighbor plates the flow streams near the
two plates cross each other in each channel. This cross flow re-

sults in significant flow unsteadiness and randomness. In the PHE
the upflow of R-410A in one channel is heated by the downflow of
the hot water in the other channel. The heat transfer rate in the test
section is calculated by measuring the total water temperature
drop in the water channel and the water flow rate.

In each test the system pressure at the test section is first main-
tained at a specified level. Then, the vapor quality of R-410A at
the test section inlet is kept at the desired value by adjusting the
temperature and flow rate of the hot water loop for the preheater.
Next, the heat transfer rate between the counterflow channels in
the test section can be varied by changing the water temperature
and flowrate in the water loop for the tests section. Meanwhile,
the R-410A mass flow rate in the test section is maintained at a
desired value.

In the test any changes of the system variables will lead to
fluctuations in the temperature and pressure of the refrigerant
flow. It takes about 20–100 minutes for the system to reach a
statistically stable state at which variations of the time-average
inlet and outlet temperatures are both less than60.2°C, and the
variations of the pressure and imposed heat flux are within 1 per-
cent and 4 percent, respectively. Then the data acquisition unit is
initiated to scan all the data channels for ten times in 50 sec. The
mean value of the data for each channel is used to calculate the
evaporation heat transfer coefficient and the associated frictional
pressure drop. Additionally, the flow rate of water in the test sec-
tion should be high enough to have turbulent flow in the water
side so that the associated single-phase heat transfer in it is high
enough for balancing the evaporation heat transfer in the refriger-
ant side.

Before examining the R-410A evaporation heat transfer charac-
teristics, a preliminary test for single-phase water-to-water con-
vective heat transfer in the vertical PHE is performed. The Wil-
son’s method@17# is adopted to calculate the relation between the
single-phase heat transfer coefficient and the flow rate from these
data. The result obtained can then be used to analyze the data
acquired from the evaporation heat transfer experiments.

The uncertainties of the experimental results are analyzed by
the procedures proposed by Kline and McClintock@18#. This
analysis indicates that the uncertainties for the data of the imposed
heat fluxq, mass fluxG, pressureP, pressure dropDP, average
vapor qualityXm single phase heat transfer coefficienthw , evapo-
ration heat transfer coefficienthr , and friction factorf tp are re-
spectively66.5 percent,62 percent,61 percent,61.5 percent,
68 percent,611 percent,614.5 percent, and616.5 percent.

3 Data Reduction
The data reduction analysis detailed in our earlier study for

R-134a evaporation@16# is also used here to deduce the R-410A
evaporation heat transfer coefficient and associated frictional pres-
sure drop from the measured raw data. Specifically, the data from
the single-phase water-to-water heat transfer tests are analyzed by
the modified Wilson plot@17#. The single phase convection heat
transfer coefficient in a PHE, suggested by Shah and Focke@12#,
can be expressed empirically as

hw5C•S k

Dh
D •Ren

•Pr1/3
•S m

mwall
D 0.14

(1)

Here the constantsC and n can be determined from the Wilson
plot.

To evaluate the evaporation heat transfer coefficient of the re-
frigerant flow, the total heat transfer rateQw between the counter
flows in the PHE is calculated first from the hot water side. Then,
the refrigerant vapor quality at the test section inlet is evaluated
from the energy balance for the preheater. The change in the re-
frigerant vapor quality in the test section is then deduced from the
total heat transfer rate to the refrigerant in the test section,

DX5
Qw

Wr• i f g
(2)

Fig. 1 Schematic diagram of the plate
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The determination of the overall heat transfer coefficient for the
evaporation of refrigerant R-410A in the PHE is based on the heat
transfer between the counter-flow channels and is expressed as

U5
Qw

A•LMTD
(3)

The log-mean temperature difference~LMTD! is determined from
the inlet and exit temperatures in the two channels. According to
the thermal resistances for heat transfer across the channel, the
evaporation heat transfer coefficient in the flow of R-410A is
evaluated from the equation

S 1

hr
D5S 1

U D2S 1

hw
D2Rwall•A (4)

wherehw is calculated from the single-phase water-to-water heat
transfer test.

In order to obtain the friction factor associated with the R-410A
evaporation in the refrigerant channel in the vertical PHE, the
frictional pressure dropDPf is calculated by subtracting the ac-
celeration pressure drop, the pressure losses at the test section
inlet and exit manifolds and ports, and the elevation pressure rise
from the measured total pressure drop in the refrigerant channel.
The acceleration pressure drop and elevation pressure rise are es-
timated by the homogeneous model for two phase gas-liquid flow
@19#. The pressure drop in the inlet and outlet manifolds and ports
was empirically suggested by Shah and Focke@12#. Based on the
above estimation, the acceleration pressure drop and the pressure
losses at the test section inlet and exit manifolds and ports are
found to be rather small. In fact, the summation of these two
pressure losses ranges from 1 percent to 3 percent of the total
pressure drop. The pressure drop due to the elevation difference
between the inlet and outlet ports of the PHE is smaller than 1
percent of the total pressure drop. According to the definition

f tp52
DPf•Dh

2G2
•vm•L

(5)

the friction factor for the evaporation of R-410A in the PHE is
obtained

4 Results and Discussion
The single phase water-to-water convection heat transfer coef-

ficient for the present vertical plate heat exchanger deduced from
the modified Wilson plot can be correlated as

hw50.2092•S K1

Dh
D •Re0.78

•Pr1/3
•S mm

mwall
D 0.14

(6)

with the regression accuracy of 0.997. Here the viscositiesmm and
mwall are, respectively, based on the average bulk water and wall
temperatures estimated by averaging the measured inlet and outlet
temperatures in the hot and cold sides. The present single-phase
heat transfer data well agree with Eq.~18! in the study of Muley
and Manglik@13#, as is clear from Fig. 2.

Effects of the refrigerant mass flux, imposed heat flux and sys-
tem pressure on the evaporation heat transfer of R-410A in the
vertical PHE are illustrated in Fig. 3 by presenting the changes of
the R-410A evaporation heat transfer coefficient with the refriger-
ant vapor quality at the imposed heat fluxesq510 and 20 kw/m2

for refrigerant mass fluxesG550 to 100 kg/m2s, system pressures
P51.08 and 1.25 MPa (Tsat510°C and 15°C!. In these plotsXm
denotes the mean R-410A vapor quality in the PHE. The total
change in the vapor qualityDX in the test section for the present
study ranges from 0.126 and 0.337. The data in Fig. 3 clearly
indicate that a given heat flux, mass flux and system pressure the
evaporation heat transfer coefficient increases noticeably with the
mean vapor quality of the refrigerant in the PHE. For example, at
G575 kg/m2s, P51.08 MPa, andq510 kW/m2 the evapora-
tion heat transfer coefficient atXm of 0.8 is about 60 percent

higher than that at 0.1~Fig. 3~a!!.This significant increase ofhr
with Xm obviously results from the fact that in the high vapor
quality regime, intense evaporation at the liquid-vapor interface
diminishes the thickness of the liquid film on the plate surface to
a noticeable degree. This, in turn, reduces the resistance of heat
transfer from the channel surface to the refrigerant. Furthermore,
the data also show that a rise in the refrigerant mass flux always
produces an evident increase in the evaporation heat transfer co-
efficient except at the low vapor quality regime. In fact, at low
vapor quality (Xm,.20) the evaporation heat transfer coefficient
is insensitive to the refrigerant mass flux. This can be ascribed to
the fact that the interfacial evaporation of the liquid film on the
plate is largely suppressed at low vapor quality. Moreover, the
evaporation heat transfer coefficient for the higher mass flux rises
more quickly with the vapor quality than that for the lower mass
flux. This larger increase inhr with Xm at a higherG is considered
to result from the more intense turbulence in the flow for a higher
G. Similar results were noted for other system pressures. The
results in Fig. 3 further show that the evaporation heat transfer
coefficient increases significantly with the imposed heat flux for
both pressures. For example, atG575 cg/m2s andP51.08 MPa
the quality-average evaporation heat transfer coefficients at 20
kW/m2 is about 32 percent higher than that at 10 KW/m2. This
large increase in the evaporation heat transfer coefficient is as-
cribed to the higher wall superheat and thinner liquid film on the
plate surface for a higher imposed heat flux. It is also noted that
the evaporation heat transfer is slightly better at the lower pressure
for a higher vapor quality (Xm.0.6). At the low vapor quality for
Xm,0.5 the effects of the pressure on the evaporation heat trans-
fer is insignificant except for q520 kW/m2 and G
5100 kg/m2s ~Fig. 3~b!!. This is attributed to the fact that the
density of the R-410A vapor is lower at a lower saturated pres-
sure, which causes the vapor flow to move in a higher speed and
hence the higher evaporation heat transfer coefficient.

We also compare the present data for the R-410A evaporation
heat transfer in the PHE with those for R-134A in the same PHE

Fig. 2 Comparison of the present single-phase water convec-
tion heat transfer data with the correlation from Muley and Man-
glik †13‡
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reported by Yan and Lin@16# and with those for R-410A in a
horizontal smooth pipe collected by Ebisu and Torikoshi@10#.
This comparison indicates that the R-410A evaporation heat trans-
fer coefficient is higher than that for R-134a in the PHE to a
noticeable degree except at high vapor quality forXm.0.75.
More specifically, at highXm the R-134a evaporation is more
effective. These opposite trends in different vapor quality ranges
are attributed mainly to the different thermal conductivities of the
two refrigerants for the liquid and vapor phases. Specifically, the
liquid thermal conductivity for R-410A is higher than that for
R-134a by about 20 percent. However, the vapor thermal conduc-
tivity for R-410A is lower than that for R-134a. Hence, at lower
quality the evaporation heat transfer coefficient for R-410A is
higher than that for R-134a. The results suggest that the evapora-
tion heat transfer in the PHE is dominated by the heat transfer
associated with the liquid film evaporation. The comparison also
shows that for R-410A the evaporation heat transfer coefficient in
the PHE is substantially higher than that in a horizontal smooth
tube.

The friction factor, defined in Eq.~5!, associated with the
R-410A evaporation in the PHE obtained in the present study are
presented in Fig. 4. The results indicate that the friction factor
significantly decreases with the increase in the refrigerant mass
flux. For example, atP51.08 MPa,G5100 kg/m2s, and q
510 kW/m2, the quality-average fraction factor is respectively
about 50 percent and 30 percent lower than those forG550 and

75 kg/m2s ~Fig. 4~a!!. Besides, the friction factor decreases sig-
nificantly with the increase in the mean vapor quality at low vapor
quality (Xm,0.4). At high vapor quality forXm,0.5, the effect
of the vapor quality on the friction factor is insignificant. It is of
interest to note that the friction factor is not affected to a notice-
able degree by the imposed heat flux and refrigerant pressure. We
also note that forXm.0.5 the frictional pressure drop of R-410A
evaporation in the PHE is substantially lower than that for R-134a
in the same PHE, but is much higher than in a smooth horizontal
pipe for all Xm . The lower frictional pressure drop for R-410A
evaporation can be attributed to the fact that the densities and
viscosities of R-410A vapor and liquid are lower than those of
R-134a.

Correlation equations for the heat transfer coefficient and fric-
tion factor associated with the R-410A evaporation in the vertical
PHE are important for thermal design of evaporators in various air
conditioning and refrigeration systems. Based on the present data,
an empirical correlation for the evaporation heat transfer coeffi-
cient is proposed by considering the convective and nucleate boil-
ing contributions@20#. It is expressed as

hr5E•h11S•hpool , for 2000,Re,12,000

and 0.0002,Bo,0.0020 (7)

Hereh1 andhpool are respectively given by the Dittus-Boelter Eq.
@21# and Cooper@22# as

Fig. 3 Variations of evaporation heat transfer coefficient with
mean vapor quality for various system pressures and refriger-
ant mass fluxes at „a… qÄ10 kWÕm2 and „b… qÄ20 kWÕm2

Fig. 4 Variations of friction factor with mean vapor quality for
various system pressures and refrigerant mass fluxes at „a… q
Ä10 kWÕm2 and „b… qÄ20 kWÕm2

Journal of Heat Transfer OCTOBER 2003, Vol. 125 Õ 855

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



h150.023•Re1
0.8
•Pr0.4

•~k1 /Dh! (8)

hpool555•Pr
0.12

•~2 log10Pr !
-0.55

•M 20.5
•q0.67 (9)

Besides,E andS respectively represent the enhancement and sup-
pression factors, which are dependent on the boiling number Bo,
the Martnelli parameterXtt and liquid Reynolds number Re1. The
expressions forE andS are

E51124,000•Bo1.1611.37S 1

Xtt
D 0.86

(10)

S5~111.1531026
•E2

•Re1
1.17!21 (11)

The friction factor is correlated as

f tp523,820•Reeq
21.12, for 2000,Re,12,000

and 0.0002,Bo,0.0020 (12)

where Reeq is the equivalent Reynolds number and is defined as

Reeq5
Geq•Dh

m1
(13)

in which

Geq5GF ~12Xm!1Xm•S r1

rg
D 1/2G (14)

Here Geq is an equivalent mass flux which is a function of the
R-410A mass flux, mean vapor quality and densities at the satu-
rated conditions. Figure 5 shows that more than 74 percent of the
present experimental data forhr fall within 625 percent of Eq.
~7!, and the average deviation between the present data forf tp and
the proposed correlation is about 18 percent.

5 Concluding Remarks
Experiments have been carried out here to investigate the

evaporation heat transfer and the associated frictional pressure
drop for the ozone friendly refrigerant R-410A in a vertical plate
heat exchanger. The effects of the refrigerant mass flux, imposed
heat flux, system pressure and vapor quality of R-410A on the
evaporation heat transfer coefficient and friction factor were ex-
amined in detail. A summary of the major findings is given in the
following.

1. The evaporation heat transfer coefficient and frictional pres-
sure drop normally increases with the refrigerant mass flux
and vapor quality. It is also noted that the evaporation heat
transfer coefficient is only slightly affected by the refrigerant
mass flux at low vapor quality. Furthermore, the increase of
the frictional pressure drop with the vapor quality is more
evident than the rise of the heat transfer.

2. A rise in the imposed heat flux results in a significant in-
crease in the evaporation heat transfer coefficient. Neverthe-
less the influences of the imposed heat flux and system pres-
sure on the friction factor are rather slight.

3. Empirical correlation for the R-410A evaporation heat trans-
fer coefficient and friction factor in the PHE were provided
to facilitate the design in various thermal systems.
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Nomenclature

A 5 heat transfer area of the plate, m2

Bo 5 boiling number, Bo5 q/G• i f g, dimensionless
cp 5 specific heat, J/kg°C
Dh 5 hydraulic diameter,Dh52b,m

E, S 5 enhancement and suppression factors
f tp 5 two-phase friction factor
G 5 refrigerant mass flux, kg/m2s

Geq 5 equivalent all liquid mass flux in Eqs.~13, 14!
h 5 heat transfer coefficient, W/m2°C

i f g 5 enthalpy of evaporation, J/kg
k 5 conductivity, W/m°C
L 5 plate length from center of inlet port to center of

exit port,m
LMTD 5 log mean temperature difference, °C

M 5 molecular weight
Nu 5 Nusselt number, Nu5hw•Dh/k1, dimensionless

P 5 pressure, Pa
Pr 5 Prandtl number, Pr5 m•cp/k, dimensionless

Qw 5 total heat transfer rate,W
q 5 imposed heat flux, W/m2

Rwall 5 thermal resistance of the wall
Re 5 Reynolds number, Re5 G•Dh/m, dimensionless

Reeq 5 equivalent all liquid Reynolds number in Eqs.~12,
13!

U 5 overall heat transfer coefficient, W/m2°C
vm 5 specific volume of the vapor-liquid mixture, m3/kg
W 5 mass flow rate, kg/s

Xm 5 mean vapor quality
Xtt 5 Martinelli parameter, dimensionless

Fig. 5 Comparison of the proposed correlations with the
present data for „a… the heat transfer coefficient and „b… the
friction factor
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Greek Symbols

DPf 5 frictional pressure drop
DX 5 total quality change in the exchanger

b 5 chevron angle
m 5 viscosity, Ns/m2

r 5 density, kg/m3

Subscripts

g 5 vapor phase
l 5 liquid phase

m 5 mean value for the two-phase mixture in the ex-
changer

pool 5 pool boiling
r 5 reduced, refrigerant

w 5 water
wall 5 wall/fluid near the wall
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Short-Time-Transient Surfactant
Dynamics and Marangoni
Convection Around Boiling Nuclei
The effects of surfactant concentration on the initial short-time-scale Marangoni convec-
tion around boiling nuclei in aqueous solutions have been computationally investigated.
The model consists of a hemispherical bubble (1–100mm radius) on a downward-facing
constant-temperature heated wall in a fluid pool with an initial uniform temperature
gradient. Time-dependent transport of liquid mass, momentum, energy, and surfactant
bulk and surface convection along with the adsorption kinetics are considered. Conditions
for bubble sizes, surfactant bulk concentrations, and wall heat flux levels are represented
by a range of thermocapillary and diffusocapillary Marangoni numbers~6<MaT

<103, 0<MaS<8.63105! over a micro-scale time period (1ms–1 ms). With a surfac-
tant in solution, a surface concentration gradient develops at the bubble interface that
tends to oppose the temperature gradient and reduce the overall Marangoni convection.
The maximum circulation strength, which is dependent on the bubble size, corresponds to
a characteristic surfactant adsorption time. This, when scaled by a ratio of bubble radius,
is found to depend solely on the surfactant bulk concentration. Moreover, the interfacial
surfactant adsorption does not display a stagnant cap behavior for the range of param-
eters and time scales covered in this study.@DOI: 10.1115/1.1599367#

Keywords: Additives, Bubble Growth, Heat Transfer, Interface, Microscale, Thermocap-
illary

Introduction

Boiling heat transfer in water and the attendant ebullient behav-
ior is altered considerably when surfactants are present in solution
@1#. Depending upon the additive bulk concentration, the heat
transfer is usually enhanced with an optimum increase occurring
at or around the critical micelle concentration~c.m.c.!of the sur-
factant@2–4#; the c.m.c. is described by the state where colloid-
sized clusters or micelar aggregates in bulk-phase are formed in
solutions @5#. Of the different mechanisms that come into play
@1,6#, the transport of surfactant molecules from the bulk solution
towards the growing vapor-bubble interface is possibly the most
critical to the modification of the bubble dynamics during boiling
in aqueous surfactant solutions. While the variation in temperature
along the bubble interface induces thermocapillary convection in
the surrounding fluid, the presence of concentration gradients due
to non-uniform surfactant adsorption at the vapor-liquid interface
lead to diffusocapillary convection. Both these types of Ma-
rangoni convection may play a significant role in the heat removal
process during nucleate boiling.

In one of the early studies, McGrew et al.@7# identified the
mechanism of thermo-capillary convection at the bubble interface
in nucleate boiling of water. Their observations are further sup-
ported by the experimental findings of Huplik and Raithby@8#,
Straub et al.@9#, Arlabosse et al.@10#, Baranenko and Chichkan
@11#, and Straub@12# for microgravity boiling, and Marek and
Straub@13# for subcooled pool boiling. Thermocapillary convec-
tion is generally characterized by a strong jet-type flow that
projects outward from the bubble crown with cooler liquid being
drawn inward toward the heater surface and the bubble base. The
temperature nonuniformity along the bubble surface during these
flows, with peak temperature gradients of 55 to 115 K/mm, has
been shown in several holographic and interferometric studies

@14,15#. Also, increasing temperature gradients and decreasing
bubble diameters tend to increase the resultant intensity of thermal
convection.

Air-bubble studies, despite their adiabatic conditions and utility
in non-boiling applications, have provided a controlled method to
understand the mechanism of Marangoni convection during boil-
ing. Several experimental@16–18#and numerical@19–24# inves-
tigations are reported in the literature that address thermocapillary
convection around nongrowing air bubbles in both terrestrial and
microgravity conditions. Relatively few studies@8,21# have con-
sidered the effects of surfactant additives on Marangoni convec-
tion. For steady-state computations, Kao and Kenning@21# as-
sumed a stagnant cap, similar to that observed on drops and
bubbles moving in surfactant solutions@25#, and found an overall
suppression of convection. Stagnant cap behavior refers to an im-
mobile portion of the bubble interface, which is modeled by the
no-slip boundary condition while the rest of the interface allows
slip. However, boiling is a dynamic process, where typical bubble
life times are about 15 to 50 ms@26–34# ~see Table 1!and, with
surfactant diffusion times of 5 to 10 ms@35–37#, a stagnant cap
may not be formed. Furthermore, surfactant-specific adsorption
kinetics, which is generally dependent upon the additive’s mo-
lecular structure, ionic nature, and molecular weight, among other
factors, governs the surface excess concentrations@38–40#, which
in turn drive diffusocapillary flows.

In macro-surface boiling, surface tension forces become appre-
ciably important at small length and time scales, when bubble
growth tends to be influenced by the short-time-transient heat
transfer mechanism associated with the temperature-gradient-
driven Marangoni convection around the boiling nuclei. The
nucleating cavity sizes for water typically range from 1–100mm
~Table 1!, which effectively represent the length scale of incipient
bubbles. In surfactant solutions, the surface tension is depressed
considerably and relatively smaller cavities tend to nucleate. Also,
with somewhat comparable time scales for surfactant diffusion in
water and bubble growth, and the nonuniform surfactant adsorp-
tion at the vapor-liquid interface, a concentration gradient devel-
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ops around the bubble that induces diffusocapillary flows in the
surrounding bulk fluid. The combined influence of thermocapil-
lary and diffusocapillary convection lends to a rather complex
flow field in the bubble vicinity.

This study computationally investigates the mechanism of Ma-
rangoni convection, driven by both temperature and concentration
gradients, in low-concentration~0–500 wppm!, aqueous solutions
of sodium dodecyl sulphate~SDS!, an anionic surfactant, around a
fixed-size, hemispherical-shaped vapor bubble, located on the un-
derside of a heated wall maintained at uniform temperature; in
pool boiling with large diameter (@2r b) cylindrical heaters,
bubbles mostly originate from its underside@2,6#. Computations
are carried out for different bubble sizes (1<r b<100mm), which
are typical of boiling nuclei in water and aqueous surfactant solu-
tions ~Table 1!for varying heat flux and surface cavity conditions.
This model is consistent with the early-time-transient, post-
inception, experimental observations of Dergarabedian@27# that
nucleated bubbles can maintain their size for a significant period
of time (;O@10# ms), and it is thus a first-order characterization
for very short time transients (1ms<t̄<1 ms; t̄!average bubble-
growth time!. The critical cavity sizes for such viable bubbles in
saturated nucleate boiling and the presence of superheated bound-
ary layer with 100<qw9 <1000 kW/m2, are in the 3–50mm range
@41,42#. Their hemispherical shape, typical of early-transient
bubble dynamics@43#, represents a contact angle of 90 deg, nomi-
nally found in boiling of water on copper surfaces@44,45#; the
contact angle variation for low-concentration aqueous SDS solu-
tions tends to be quite small@34#, and the hemisphere provides a
first-order simulation of experimentally observed shapes@2,4#.
The convection behavior in very short time-transients~which are
critical to the early stages of incipience boiling! around the nucle-
ated bubble for a broad range of thermocapillary and diffusocap-
illary Marangoni numbers is delineated, and the influence of sur-
factant additives on the Marangoni convection in their dilute pre-
micelar aqueous solutions is highlighted.

Mathematical Formulation
The physical model and coordinate system for the hemispheri-

cal bubble on a uniformly heated, downward-facing, high-
conductivity heater surface in a liquid pool of aqueous SDS solu-
tion is shown in Fig. 1~a!. At the time of bubble inception (t̄
50), the initial condition is given by a uniform temperature gra-
dient in the viscous, incompressible Newtonian liquid. For lami-
nar axisymmetric flows around the nondeformable bubble, a
vorticity-stream function formulation in two-dimensional spheri-
cal coordinates is employed. Thus, by invoking the Boussinesq
approximation to account for the body forces, the conservation
equations for stream function, vorticity, energy, surfactant bulk,
and surfactant surface transport, can be stated as
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Here the stream function and vorticity are defined as
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and the differential operators are given by

Table 1 Typical ranges of cavity sizes and bubble growth
times for saturated boiling of pure water and aqueous surfac-
tant solutions

Cavity sizes;r b @mm# Bubble growth times@ms#

Pure water

10–100 Hsu@26# 25–30 Dergarabedian@27#
3–30 Kenning and Cooper@28# 15–20 Han and Griffith@29#
1–10 Gaddis@20# 15–25 Hahn and Ribeiro@30#

12–100 Kant and Weber@31# 20–50 Son et al.@32#

Aqueous surfactant solutions

5–10 Wu et al.@33# 10–30 Wu and Yang@34#
5–20 Wu et al.@33#

Fig. 1 Vapor bubble and surrounding liquid field: „a… physical
domain, and „b… typical computational grid
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Ē25
]2

] r̄ 2
1

sinu

r̄ 2

]

]u S 1

sinu

]

]u D ,

¹̄25
1

r̄ 2 F ]

] r̄ S r̄ 2
]

] r̄ D1
1

sinu

]

]u S sinu
]

]u D G (7)

With symmetry conditions atu50 deg, Eqs.~1! through ~5! are
subject to the following initial and boundary conditions: zero flow,
uniform temperature gradient and bulk concentration, and zero
surface concentration att̄50; zero flow, uniform temperature gra-
dient and bulk concentration at far field; no slip, constant tempera-
ture, and zerou-direction concentration gradient on the heater
surface; zero radial velocity and temperature gradient, subsurface
concentration, and zerou-direction surface-excess concentration
gradients atu50 deg and 90 deg on the bubble surface.

Furthermore, special attention is required for the tangential ve-
locity ~or shear stress!and subsurface concentration boundary
conditions at the bubble surface. The spatial variation ins due to
non-uniformities in temperature and concentration gives rise to a
tangential force. In addition, the interface itself has surface shear
and surface dilation viscosities, which give rise to corresponding
forces@25#. Considering only the surface tension force, the shear
stress balance at the bubble surface therefore yields
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In the present analysis, (]s/]T̄) Ḡ is taken from the experimen-
tally determined adsorption isotherms for SDS solutions@37#.
Whereas (]s/]Ḡ) T̄ is obtained from the Langmuir isotherm,
which relates surface tensions with surface-excess concentration
Ḡ at equilibrium under constant temperature conditions and can be
expressed as

s5s01nR0T̄Gm ln@12~ Ḡ/Gm!# (9)

Thus, assumingT̄5Tsat for pure water at atmospheric pressure
yields

~]s/]Ḡ!T̄52nR0Tsat@Gm /~Gm2Ḡ!# (10)

Surfactants in aqueous solutions diffuse towards the vapor/
liquid interface and subsequently get adsorbed on it. This is a
time-dependent process and in the early transients lends to a dy-
namic surface tension, which reduces to an equilibrium value after
a long time@37#. While the adsorption stage involves transfer of
molecules between the surface and the subsurface layer of few
molecular diameters thickness below the surface, the bulk convec-
tion and diffusion of surfactant molecules involves transfer from
bulk to the subsurface layer and takes place over much larger
distances than the thickness of the adsorption layer@38#. An equi-
librium adsorption isotherm relates the surface excess concentra-
tion Ḡ at equilibrium with the subsurface concentrationC̄s . Under
dynamic conditions~or nonequilibrium adsorption!, however,
aqueous surfactant systems show diffusion controlled, kinetic con-
trolled, or mixed diffusion-kinetic controlled adsorption@38–40#.
In the present study, the modified Langmuir-Hinshelwood~L-H!
kinetics @38# that represents the mixed-kinetic adsorption is used
to describe the dynamic adsorption of the surfactant~SDS!. The
kinetic expression is consistent with the Langmuir isotherm at
equilibrium and has the form,
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whereka , kd , andB are, respectively, the adsorption rate, desorp-
tion rate, and an empirical parameter. This expression indicates
that the adsorption rate depends not only on the subsurface con-

centrationC̄s , but also on the fraction of the uncovered surface
(12Ḡ/Ḡm). The exponential multiplier in both the adsorption and
desorption rate terms accounts for the effects due to a more pro-
nounced decrease of the adsorption rate with increasing surface
coverage. Computations have been carried out for three different
concentrations of SDS, for whichka , kb , and B were obtained
from Chang and Franses@38# and these values are listed in
Table 2.

To render the governing equations dimensionless, the following
variables are introduced:
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Thus, by settingD5Ds , the conservation equations take the
form,
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where, the Lewis number Le5a/D, and the non-dimensional ad-
sorption length d5Ḡm /r bC̄` . The corresponding initial and
boundary conditions in terms of the dimensionless variables are:

Initial ~ t50!: c50, v50, T5r cosu,

C51, and G50

Far field: c50, v50, T5r ` cosu, and C51

Heater surface:c50, v5~1/r3!~]2c/]u2!,

T50, and ~]C/]u!50

Symmetry surface:c50, v50,

~]T/]u!50, and ~]C/]u!50

Table 2 Langmuir-Hinshelwood „L-H… kinetics parameters for
various concentrations of SDS at 25°C „Chang and Franses
†38‡; GmÄ10Ã10À6 molÕm 2

…

C` @mol/m3 (wppm)# ka @m/s# kd @s21# B

1.7 ~490.11! 5.531024 500 52
3.3 ~951.39! 9.031024 818 22
8.1 ~2335.2! 3.0 2.733106 32
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where the thermocapillary and diffusocapillary Marangoni num-
brers, and Langmuir number, respectively, are defined as
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Here the liquid thermo-physical properties are evaluated at the
saturation bulk temperature~100°C!, and (ds/dT̄) is taken from
the experimentals(T̄) measurements@37#.

Computational Procedure and Validation
The governing differential equations were discretized using the

forward-time, central-space differencing scheme, except the con-
vective terms for which a hybrid scheme given by Manglik and
Bergles@46# was used. Explicit time marching was employed for
its accuracy in small transients and simplicity of use, and numeri-
cal solutions were obtained by using successive-over-relaxation
by lines with a maximum relative error of 1025. The location of
the far field boundary condition, which is influenced by Ma-
rangoni number and transient time@19,21–22#, required a trial and
error procedure and was set at 10-to-20 times the bubble radius.

To ensure a finer mesh near the bubble surface, the coordinate
transformationr 5ez was employed withDz50.0023. A uniform
grid of Du52 deg in theu-direction was used and this has been
shown to be sufficient@47–48# for this type of computational
problem. A typical grid structure in the computational domain is
shown in Fig. 1~b!. Because of the constraint onDt imposed by

the explicit method, the maximumDt was set as 1025 with in-
creasingly smaller time steps (Dt<1026) required for higher Ma-
rangoni numbers and larger time periods. Computations were car-
ried out for the initial transients up to 1 ms, which corresponds to
the time scale for the existence of boiling nuclei before their
growth. The validity of the numerical solutions and grid refine-
ment were established by comparing the results for purely thermo-
capillary convection in water with those of Jabardo@22#. The ex-
cellent agreement between the two is seen in Fig. 2, where the
maximum stream functionucmu values are graphed for the condi-
tions of uniform wall heat fluxqw9 and initial bulk temperatureT`

everywhere. Furthermore, as listed in Table 3, there is good agree-
ment with the steady state results of Kao and Kenning@21# for the
conditions of constant wall temperature and initial uniform bulk
temperature gradient. It may be noted that Kao and Kenning es-
sentially solve a conjugate problem involving conduction inside
the heated wall, and this may perhaps explain the slight variations
between the two results. Additional details of the computational
procedures and grid refinement can be found in Ref.@48#.

Results and Discussion
Computational results for different combinations of a broad

range of controlling parameters (1<r b<100mm, 104<qw9

<106 W/m2, 0<C̄`<8.1 mol/m3, 6<MaT<1000, and 0<MaS

<8.63105) are presented. These are representative and typical of
nucleate boiling in water with or without surfactant additives.
Also, the buoyancy effects represented by Rayleigh number are

Fig. 2 Comparison of computed transient variation of zcm z for
pure water with the results of Jabardo †22‡

Fig. 3 Effect of Ma T and r b on the transient variation of zcm z
for pure water

Table 3 Comparison of computed steady-state results for wa-
ter „TwÄconstant… with those of Kao and Kenning †21‡

MaT Bi

ucmu

Present study Ref.@21#

500 0 17.2 15.9
500 11.3 1.97 1.95

2050 11.3 5.11 6.9
2250 11.3 6.96 7.9
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negligible for these nuclei~1;100mm!, and the results are there-
fore applicable to most conditions ranging from zero to earth
gravity.

Figure 3 gives the magnitude of the maximum dimensionless
stream functionucmu values in the vortex core of thermocapillary
convection in pure water (MaS50, 6<MaT<600) over a 1-ms
period for varying bubble sizes. Here the abscissa represents a
normalized time that is scaled by the square of the ratio of bubble
radii as follows:

t i5 t̄~ r̄ i /r b!2; r̄ 151 mm, and r̄ 25 r̄ 3510 mm
(21)

In general, it is seen that the circulation strength is higher for
larger MaT , which, for water with constant properties, depends
solely uponr b and qw9 @see Eq.~20!#. However, when time is
scaled by the ratio (r̄ i /r b)2, the flow development around the
vapor bubble is seen to be independent of the wall heat fluxqw9 .
This is amply illustrated by theucmu values graphed in Fig. 3 for
thermocapillary Marangoni numbers of 6, 100, and 600. More
significantly, these results imply that thermocapillary convection
in pure water has similarity solutions with respect to the bubble

radius, and the results for a single bubble can be adequately ex-
trapolated for other bubble sizes under the influence of same
MaT .

The transient stream function distributions for water and SDS
solution (r b510mm, qw9 5106 W/m2, C̄`51.7 mol/m3, MaT

5600, MaS51.13104) at t̄52, 20, and 200ms, are depicted in
Fig. 4. It is seen that with progressing time, a bulk fluid vortex cell
~anti-clockwise circulation! sets in motion near the bubble inter-
face. It brings the cold liquid from the bulk pool towards the
bubble base and circulates it back in jet streams at the bubble
crown. In the early transients~2–20 ms!, the circulation pattern
and its strength are the same in both water and SDS solution. At
longer time~200 ms!, however, only a fraction of the bubble in-
terface remains active in the aqueous surfactant solution, and the
overall circulation strength is reduced significantly with the vortex
cell no longer remaining symmetric but skewed towards the
bubble base. The corresponding transient temperature and concen-
tration contours in the aqueous SDS solution are shown in Fig. 5,
where the bulk convection in the fluid region two-times the bubble
radius around the interface is mapped. The penetration of flow in
the stagnant bulk fluid as well as the development of concentra-
tion sublayer around the bubble interface, and the progressive

Fig. 4 Dimensionless stream function distribution for Ma-
rangoni convection in pure water and aqueous SDS solution
„C̄`Ä1.7 molÕm 3, MaSÄ1.1Ã104

… for r bÄ10 mm, and Ma TÄ600
at „a… 2 ms, „b… 20 ms, and „c… 200 ms

Fig. 5 Dimensionless temperature and concentration con-
tours for r bÄ10 mm, MaTÄ600, and MaSÄ1.1Ã104 at „a… 2 ms,
„b… 20 ms, and „c… 200 ms
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increase in its thickness, is seen clearly from the changing nature
of isotherms. With progression of time, the thickness of the con-
centration sublayer becomes considerably nonuniform along the
bubble surface and increases from the bubble base to the bubble
crown. Moreover, the liquid jet, issuing at the bubble crown, also
tends to distribute the surfactant over larger distances in the bulk
fluid.

For a constant wall heat flux and surfactant bulk concentration,
the combined thermocapillary and diffusocapillary Marangoni
convection is found to be dependent upon the bubble size. This is
evident from Figs. 6 and 7, where dimensionless stream function
and temperature contours at three different time steps are graphed
for two bubble sizes~10 and 40mm!; the radial coordinates in
both figures are normalized with the respective bubble radius so as
to magnify the flow and temperature development in the bubble
vicinity. For a fixed time evolution, the larger bubble tends to have
higher circulation strength owing to a larger value of MaT ~Fig. 6!.
Also, in this case, the eye of the vortex is comparatively nearer the
bubble interface and towards the heater surface. For times that
correspond to the peaking in the maximum value of stream func-
tion in the core of the vortex~30 ms for a 10-mm bubble, and 100
ms for a 40-mm bubble!, the fluid circulation becomes more sym-
metric with the center of the vortex around the 40-mm bubble

being comparatively closer to the interface than that around the
10-mm bubble. The isotherms in Fig. 7 show the corresponding
variations in the fluid temperature close to the bubble surface, and
indicate a relatively stronger jet effect away from the bubble
crown for the larger bubble.

Further insights into the surfactant adsorption behavior and its
influence on the interfacial flow dynamics are obtained from Figs.
8 and 9. The variation inucmu with time shows well-defined maxi-
mum values for surfactant solutions of all concentrations and
bubble sizes. The characteristic time corresponding to this peak
ucmu value represents the time at which surfactant effects start
dominating over the temperature effects in the development of
overall fluid circulation. The adsorption of surfactants at the
vapor-liquid interface of the bubble creates a surface excess con-
centration gradient, which acts in the opposite direction to the
imposed temperature gradient. This is also implied from the vor-
ticity boundary condition at the bubble surface, and it results in
the reduction of thermocapillary convection around the bubble.
For time periods smaller than the characteristic time, the circula-
tion strength in surfactant solutions is approximately same as that
of pure water. However, at higher times,ucmu values drop consid-
erably, indicating a significantly weak circulation. The character-
istic time for a givenr b is independent ofqw9 ~or MaT), and it

Fig. 6 Dimensionless stream function distributions in aque-
ous SDS solution at q w9 Ä100 kWÕm2 and C̄`Ä1.7 molÕm 3

around bubbles „with normalized radial coordinates … of differ-
ent sizes: „a… 10-mm, MaTÄ60, MaSÄ1.1Ã104, and „b… 40-mm,
MaTÄ1000, MaSÄ1.8Ã105

Fig. 7 Dimensionless temperature distributions in aqueous
SDS solution at q w9 Ä100 kWÕm2 and C̄`Ä1.7 molÕm 3 around
bubbles „with normalized radial coordinates … of different sizes:
„a… 10-mm, MaTÄ60, MaSÄ1.1Ã104, and „b… 40-mm, MaTÄ1000,
MaSÄ1.8Ã105
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depends solely on the surfactant concentrationC̄` ~Figs. 8 and 9!.
Furthermore, at a fixed value ofqw9 ~or MaT), this dependency on
C̄` ~or MaS) is seen in Fig. 9 to have a progressively decreasing
trend with corresponding increase inC̄` .

The characteristic time behavior noted above may perhaps have
a correlation with the nature of surfactant adsorption at the bubble
interface. Diffusion of surfactants through the bulk fluid towards

the interface leads to the development of a concentration sublayer,
with the bulk convection promoting surfactant transport. Based
upon the nature of their adsorption kinetics, surfactant molecules
adsorb from this sublayer on to the bubble surface. The character-
istic time could then be taken as a measure of surfactant adsorp-
tion for the given bulk concentration, and should thus be indepen-
dent ofqw9 and r b . This interpretation is very well supported by
the results in Fig. 10, where theucmu values for various combina-
tions of MaT and r b at a fixed value ofC̄` (1.7 mol/m3) are
graphed against a modified timet ~with r b in mm! that is defined
as,

t5 t̄~ r̄ 0 /r b!; r 051 mm (22)

Figure 10 clearly shows that all the curves peak around the same
value oft ~;25–30ms! for the SDS concentration of 1.7 mol/m3

in water. Similar values oft for otherC̄` values can be expected
on the lines of those presented in Fig. 9.

Additional features of the adsorption behavior of surfactants at
the interface can be ascertained from the transient plots of surface-
excess concentrationG along the bubble surface that are given in
Fig. 11. Results for 10 and 40-mm-radius bubbles and SDS con-
centrations of 1.7 and 3.3 mol/m3 are presented. With the growth
of concentration boundary layer, the surface concentration of sur-

Fig. 8 Effect of surfactant additive on the transient variation of
zcm z for different Ma T

Fig. 9 Effect of surfactant concentration on the transient
variation of zcm z for r bÄ40 mm and Ma TÄ100

Fig. 10 Concentration-based generalized adsorption behavior
of SDS in water
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factant increases with time. All the profiles typically show a maxi-
mum value ofG at the bubble crown with progressively decreas-
ing values towards the bubble base. This occurs due to the surface
convection of SDS molecules from the bubble base to the crown,
in addition to their self-diffusion. The concentration gradients that
are thus developed oppose the temperature gradients, resulting in
reduced convection~Figs. 8 and 9!. Moreover, in the short
transient-time-period scales considered in this study, no stagnant
cap behavior is observed for the range of parameters investigated.

Conclusions
For the constant-size hemispherical bubble nuclei (1<r b

<100mm) located on the underside of a heater surface in a stable
stratified water pool, the thermo-capillary convection yields simi-
larity solutions for a given MaT . Correspondingly, the results for
a single bubble can be extended for other sizes by the appropriate
time scaling given by Eq.~21!. When surfactants are present in
water, there is generally a reduction of the overall or combined
thermocapillary and diffusocapillary Marangoni convection. Also,
the circulation strength, as represented by the maximum stream
function value for a givenqw9 ~or MaT) and C̄` ~or MaS), is
dependent upon the bubble size; larger bubbles have stronger cir-
culation. The reduction in Marangoni convection, in aqueous sur-
factant solutions, is seen to be quite significant after a character-
istic surfactant adsorption time, which corresponds to the time
period for the development of maximum or peak fluid circulation.
By using a modified timet ~scaled by a ratio of bubble radius!,
this characteristic adsorption time has been shown to be solely
dependent upon the bulk concentration of surfactant (C̄` or MaS).
Furthermore, for the investigated range of parameters and time
scales, the surfactant adsorption at the interface is not character-
ized by the presence of a stagnant cap.
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Nomenclature

B 5 empirical parameter, Eq.~11! and Table 2@2#

C̄, C 5 dimensional and dimensionless concentration
@mol/m3, 2#

D 5 apparent bulk diffusion coefficient@m2/s#
Ds 5 apparent surface diffusion coefficient@m2/s#

g 5 acceleration due to gravity@m/s2#
k 5 thermal conductivity@W/m K#

ka 5 adsorption rate parameter@m/s#
kd 5 desorption rate parameter@s21#
La 5 Langmuir number, Eq.~20! @2#
Le 5 Lewis number,5a/D @2#

MaT 5 thermocapillary Marangoni number, Eq.~20! @2#
MaS 5 diffusocapillary Marangoni number, Eq.~20! @2#

n 5 counter-ions adsorption factor@2#
Pr 5 Prandtl number,5n/a @2#
qw9 5 wall heat flux@W/m2#
Ra 5 Raleigh number,5(gbqw9 r b

4/kan) @2#
R0 5 universal gas constant@J/mol•K#

r̄ , r 5 dimensional and dimensionless radial coordinate
@m,2#

r b 5 bubble radius@mm or m#

T̄, T 5 dimensional and dimensionless temperature@K,2#
t̄, t 5 dimensional and dimensionless time@s,2#

ū, u 5 dimensional and dimensionless radial velocity
@m/s,2#

v̄, v 5 dimensional and dimensionless tangential velocity
@m/s,2#

z 5 dimensionless transformedr-coordinate@2#

Greek symbols

a 5 thermal diffusivity @m2/s#
b 5 coefficient of thermal expansion@1/K#
d 5 dimensionless adsorption length,5Gm /r bC` @2#

Ḡ, G 5 dimensional and dimensionless surface-excess con-
centration@mol/m2,2#

m 5 dynamic viscosity@N s/m2#
n 5 kinematic viscosity@m2/s#
u 5 angular~or tangential!coordinate@deg#
s 5 surface tension@N/m#
t 5 modified time, Eq.~22! @ms#

v̄, v 5 dimensional and dimensionless vorticity@s21,2#

c̄, c 5 dimensional and dimensionless stream function
@m3/s,2#

Subscript

m 5 maximum
s 5 subsurface

sat 5 at saturation conditions
w 5 at heater surface
` 5 bulk, far field condition
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Binary Fluid Mixture and
Thermocapillary Effects on the
Wetting Characteristics of a
Heated Curved Meniscus
An investigation has been conducted into the interactions of binary fluid mixtures (pen-
tane [C5H12] coolant and decane [C10H22] additive) and thermocapillary effects on a
heated, evaporating meniscus formed in a vertical capillary pore system. The experimen-
tal results show that adding decane, the secondary fluid that creates the concentration
gradient, actually decreases the meniscus height to a certain level, but did increase the
sustainable temperature gradient for the liquid-vapor interface, so did the heat transfer
rate, delaying the onset of meniscus instability. The results have demonstrated that inter-
facial thermocapillary stresses arising from liquid-vapor interfacial temperature gradi-
ents, which is known to degrade the ability of the liquid to wet the pore, can be counter-
acted by introducing naturally occurring concentration gradients associated with
distillation in binary fluid mixtures. Also theoretical predictions are presented to deter-
mine the magnitudes of both the thermocapillary stresses and the distillation-driven cap-
illary stresses, and to estimate the concentration gradients established as a result of the
distillation in the heated pore.@DOI: 10.1115/1.1599372#

Keywords: Binary, Evaporation, Heat Transfer, Thermocapillary, Thin Films

Introduction
Heat transport devices capable of dissipating high intensity heat

energy as high as 200 W/cm2 are required for cooling electronics;
hypersonic and re-entry vehicles; satellites; propulsion and ther-
mal energy recovery systems; cryoprobes; permafrost stabilizers;
and roadway deicers among others. Of the heat transport devices
presently under consideration in this regime, most utilize the la-
tent heat of vaporization via liquid-vapor phase change. Relevant
to the present research are passive capillary-driven phase change
devices@1#. In these devices, the phase change occurs in a liquid-
saturated porous or grooved media where capillary forces provide
the driving potential for the liquid flow from the condenser to the
evaporator. Ultimately for low temperature devices, the rate at
which the condenser can re-supply liquid to the evaporator limits
the heat transport. In practice, however, this capillary heat trans-
port limitation is rarely achieved@2#. One possible explanation is
that design predictions over-predict the wetting characteristics
since they are based on a ‘maximum capillary potential’ which
presumes that the liquid within the porous structure is perfectly
wetting and static conditions exist at the evaporating menisci. Dy-
namic effects, other than those due to viscous flow losses, are not
considered.

The speculation here is that the dynamics associated with fluid
motion and heat transport in the vicinity of the evaporating me-
niscus can detrimentally affect the driving capillary potential by
degrading the wetting ability of the working fluid@3,4#. The
change in wetability is the result of non-isothermal liquid-vapor
interfacial temperatures near the contact line arising from both
non-uniform substrate wall temperatures and non-uniform evapo-
ration. Either or both of these influences yield surface tension
gradients on the liquid-vapor interface, with positive slope toward
a cooler region of the interface. For example, if the pore wall is
heated, the relatively cooler pore center region, with higher sur-

face tension, can act to pull down the evaporating, hotter thin film
region with lower surface tension. Therefore, these surface tension
gradients result in thermocapillary stresses, or the pulling action,
acting near the contact line which can degrade the wetability of
the liquid as has been seen in many published works@5–8#.

Ehrhard and Davis@5# showed that the spreading of a drop on a
surface in the direction of increased wall temperature is retarded
relative to the spreading of a similar drop on an isothermal sur-
face. Furthering this work, Hocking@6# showed that the advance-
ment or spreading of an evaporating drop is retarded due to the
evaporation process. Sen and Davis@7# showed that, for a slot
configuration, surface tension gradients create a fluid surface flow
field, which also affects the liquid wetability. Anderson and Davis
@8# analytically demonstrated that the flow field was coupled to
the temperature field through the thermocapillarity as discussed by
Sen and Davis@7#.

Recent studies of rewetting of liquids along inclined heated
plates by Ha and Peterson@9# and Chan and Zhang@10# showed
that the maximum wicking height measured was beneath that pre-
dicted using the typical Laplace-Young equation by as much as
thirty percent. Pratt and Hallinan@4# established and experimen-
tally verified the relationship between the liquid-vapor interfacial
temperature gradient and the wetting characteristics of a liquid
within small pores. They showed that thermocapillary stresses act-
ing near the contact line of the advancing liquid front inhibit the
wetting of the liquid thereby reducing the wicking height.

The predicted degradation leads to a reduction in the capillary
pumping potential in capillary heat transfer devices and thus a
reduction in their ability to transport energy@2#. Thus the question
arises as to how to minimize this reduction. The degradation arises
from thermocapillary stresses along the liquid-vapor interface due
to the reduction in surface tension with an increase in temperature.
One possible solution to counteract the degradation is the intro-
duction of a small amount of a relatively high surface-free-energy,
less volatile fluid ~additive! into the volatile or relatively low
surface-free-energy working fluid. This would result in an in-
crease in the concentration of the less volatile fluid with an in-
crease in temperature or the preferred evaporation of the lower
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surface-free-energy fluid. This would thus result in a concentra-
tion gradient for additive in the opposite direction to the tempera-
ture gradients~see Fig. 1!, and the additive concentration gradient
is consistent with the surface tension gradient of the mixture, so-
called distillation effect@11#, which counteracts the thermocapil-
lary surface tension gradient.

The distillation effects of binary mixtures for the case of super-
heated or pool boiling cases have been examined by several re-
searchers@12–14#. Reddy and Lienhard@12# presented an obser-
vation of the presence of induced subcooling because of
composition differences that makes the liquid bulk temperature
lower than the vapor temperature. Avedisian and Purdy@13# re-
ported the critical boiling heat flux for pentane-heptane and
pentane-propanol binary mixtures under different saturation pres-
sures. Parks and Wayner@11# presented an anlytical model to pre-
dict the meniscus profiles near the contact line for a binary mix-
ture and showed an experimental validation. Their model also
showed that the single most important mechanism for flow in the
microscale evaporating meniscus region of 1 to 10mm thickness
is the distillation-driven capillary stress resulting from preferential
evaporation of the more volatile component. Reyes and Wayner
@14# presented an interfacial model to predict the critical heat flux
for various binary mixtures and to compare their predictions with
published experimental data.

The present paper reports an experimental investigation that
was designed so that macroscopic wetting characteristics could be
observed for a heated and evaporating meniscus within a simple
capillary pumped loop. Specifically, it was designed to determine
the effects of binary fluid mixtures~pentane@C5H12# coolant and
decane@C10H22# additive!on the thermocapillary stresses arising
near the contact line of evaporating menisci, within capillary
pores, by measuring the capillary pumping potential or the menis-
cus height differentials between the evaporator and condenser
cores. In addition, a preliminary analysis has been conducted to
examine the range of the parametric requirements to ensure an
ideal counter-balancing between the thermocapillary stress and the
distillation-driven capillary stress.

Analysis
Analysis is presented to qualitatively explain the experimental

results, rather than as a rigorous solution to the problem herein
discussed. The most easily measurable macroscopic wetting char-

acteristic of a liquid in a pore is the wicking height. For static
interfacial conditions, it can be predicted with the Young-Laplace
equation@15#.

Pv2Pl5sK (1)

The reduced liquid pressure at the meniscus causes the liquid to
wick to a heighth ~Fig. 2!, which for an axisymetric pore of
radius r and a condenser of radiusR gives rise to the following
expression

rgh5
2s~R2r !

rR
cosu (2)

whereu is the apparent contact angle ands is the surface tension
of the mixture. When the meniscus is heated via wall heating,
dynamic effects can alter this wicking height.

One effect of heating is to produce a liquid-vapor interfacial
temperature gradient near the contact line, with a negative slope
toward the pore center. This temperature gradient gives rise to a
thermocapillary stress (sTC) emanating from the contact line if
the contact line region is hotter than the remainder of the menis-
cus. Additionally, the evaporative transport from the meniscus due
to the heat transfer induces liquid flow from the bulk pore region.
Associated with this flow are viscous losses~t! along the wall of
the pore. The use of a binary fluid mixture gives rise to an addi-
tional stress along the interface resulting from the naturally occur-
ring concentration gradient which tends to counteract the ther-
mocapillary stress, because of the aforementioned distillation
effect. While, both the thermocapillary and the flow loss effects
can reduce the wicking height, the concentration effect acts to
negate these effects.

A vertical force balance is applied to the control volume defined
by the liquid column in the pore shown in Fig. 2 to determine the
thermocapillary and flow loss effects on capillary potential. This
results are in the following equilibrium condition.

~Pl2Pv!pr 21~s2sTC1sC!2pr cosu2DPflowpr 2

2s2pR cosu50 (3)

with Pl2Pv52rgh. Dividing bypr 2 and substituting yields

Fig. 1 Liquid-vapor interface of a binary mixture working fluid
with heated pore wall

Fig. 2 Binary mixture meniscus inside a capillary tube with an
induced temperature gradient by wall heating and a concentra-
tion gradient by distillation of a more volatile working fluid
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rgh5
2~s2sTC1sC!

r
cosu2

2sR

r 2
cosu2DPflow (4)

Elementary momentum analysis assuming fully-developed lami-
nar pipe flow of radiusr gives an expression for the pressure
differential for the flow lengthLflow measured from the bottom of
the capillary tube to the meniscus as,

DPflow5
8m^V&

r 2
Lflow (4a)

Considering the energy balance between the heat input to menis-
cus QM and the evaporative mass flow rateṁevap, the average
flow velocity ^V& is expressed as,

^V&5
QM

rA@hf g1cpDT#
(4b)

where the cross-sectional areaA[pr 2 and the temperature differ-
ential, DT[Tsat2Tr , is set between the saturation condition at
the evaporating interface and the reservoir condition at the bottom
of the capillary bulk. Combining Eqs.~4a! and ~4b! gives

DPflow5
8mLflow

rpr 4

QM

hf g1cp~Tsat2Tr !
(4c)

Substituting Eq.~4c! into Eq. ~4! yields

rgh5
2~s2sTC1sC!

r
cosu2

2sR

r 2
cosu

2
8mLflow

rpr 4

QM

hf g1cp~Tsat2Tr !
(5)

This modified version of the capillary pumping potential incorpo-
rates yet undefined thermocapillary and concentration forces that
can be determined by examining the effects of liquid-vapor inter-
facial temperature gradients on the surface tension. Assuming
the mixture surface tension is linearly contributed by the mixture
concentration,

s5C~soD2gDT!1~12C!~soP2gPT! (6)

so that letting

sC2sTC5
]s

]x
xo (7)

and differentiation of Eq.~6! with respect tox gives,

]s

]x
5

]C

]x
~soD2gDT2soP1gPT!2

]T

]x
@CgD1~12C!gP#

(8)

Finally expressions for the thermocapillary and concentration
forces are obtained from combining Eqs.~7! and ~8! as,

sTC5
]T

]x
@CgD1~12C!gP#xo (9)

and

sC5
]C

]x
@~soD2gDT!2~soP2gPT!#xo (10)

The thermocapillary stress, Eq.~9!, is of the same form as that
which was shown to exist by Pratt and Hallinan@4#.

For an ideal case, the thermocapillary stress~Eq. ~9!! can be
completely counteracted by the distillation-driven capillary stress
~Eq. ~10!!, i.e.,

sTC

sC
5

]T

]x
@CgD1~12C!gP#

]C

]x
@~soD2gDT!2~soP2gPT!#

51 (11)

where the ratio of the temperature gradient to the concentration
gradient must be ensured as,

RT2C[

]T

]x

]C

]x

5
@~soD2gDT!2~soP2gPT!#

@CgD1~12C!gP#
(12)

Note that the required ratioRT2C varies with the mixture tem-
peratureT and decane concentrationC.

Assuming a linear change in the decane concentration fromCB
at the meniscus bottom point, or equivalent to the bulk mixture
concentration, toCT at the meniscus upper end,

CT5S ]C

]x D r 1CB (13)

For a specified (]T/]x), (]C/]x) is given from Eq.~12! and the
concentration differentialCT2CB can be calculated from Eq.
~13!. Table 1 shows example calculations forCT for different CB

for the range of (]T/]x) from 102 to 63104, where a constant
value of RT2C570.0 is used assumingT5290 K. To be shown
later in Results Section, temperature gradient along the meniscus
surface,]T/]x for the present experiment spans up to 104 or less
for all cases ofCB . Note that the decane concentration differential
CT2CB increases linearly with increasing]T/]x, as expected.

Experiment
To accomplish the goal of the research, a single pore capillary

pumped heat transfer device was constructed as shown in Fig. 3.
The test specimen shown is a closed, single pore evaporator cap-
illary pumped loop consisting of a pore evaporator of 2 mm di-
ameter with 10 mm diameter pore condensers. This idealized and
enlarged evaporator was designed to study some basic physics that
can be extracted for potential applications to the meniscus devel-
opment in an individual pore of a porous structure of heat pipes
and capillary pumps.

Heat is introduced via electrical resistance heating elements
mounted on the outer diameter of the evaporator pore. To mini-
mize convection losses and isolate the test specimen, shown in
Fig. 3, from ambient conditions, it was placed in a vacuum cham-
ber ~Fig. 4!. The chamber was equipped with feed-throughs for
thermocouples, pressure transducers, heater power connections,
and cooling fluid lines.

A roughing vacuum pump was used to evacuate the loop system
and the vacuum chamber. The filling of the test loop system uti-

Table 1 Decane concentration at the meniscus top „CT… for
complete counteraction of the distillation-driven capillary to
the thermocapillary drive: for different decane concentrations
at the meniscus bottom, „CB…, and for different temperature
gradients along the meniscus, „TÕx …Ä102, 103, 104, 3Ã104

and 6Ã104.

]T/]x
~K/m!

Decane Concentration at the
Meniscus Bottom or Bulk Mixture (CB)

0.01 0.03 0.05 0.1

102 0.01145 0.03145 0.05145 0.10145
103 0.0245 0.0445 0.0645 0.1145
104 0.155 0.175 0.195 0.245

33104 0.445 0.465 0.485 0.535
63104 0.867 0.887 0.907 0.957
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lizes a large fluid reservoir filled with the appropriate ratio of
working fluids. This reservoir is connected to the test specimen
and a vacuum pump through complex plumbing that allows
vacuum to be pulled from the specimen and the reservoir and
regulation of the fluid fill to the specimen. All of these processes
are controlled independently so that the amount of charging can
be adjusted. The working fluid consisted of a binary fluid mixture
of n-pentane and decane. The properties for which are presented
in Table 2. Concentrations of 0, 3, 5, and 10% by volume of
decane were examined. To control the temperature of the con-

denser region, a refrigerated circulator was used to pump a con-
stant temperature cooling fluid through the coolant tube wrapped
around the exterior of the condenser region.

The capillary tube was heated using a fine Nichrome heater
wire ~spirally wrapped around the tube at the top! having a resis-
tance of 1V/cm. It was connected to a precision DC power supply
capable of producing up to three amps at thirty volts. A shunt
resistor connected in series with the heating element allowed for
the current flowing through the heater to be determined by mea-
suring the voltage drop across it.

Calibrated thermocouples were used to measure the wall tem-
perature of the capillary tube and to measure the temperature of
the vapor path and liquid reservoir at the condenser. To determine
the temperature distribution of the evaporator region, thermo-
couples with 0.25 mm bead size were positioned at 0.5 mm inter-
vals along the capillary pore. This was accomplished by creating
two rows of thermocouples 180 deg apart. Each row had thermo-
couples placed longitudinally every millimeter and the two rows
have a longitudinal offset of 0.5 mm. Data were recorded using an
A/D board interfaced to a Pentuim III—500 PC. The associated
errors in the temperature readings were60.3°C with a 95% con-
fidence interval. A video microscope system was used to image
the meniscus profile so that the contact angle could be estimated.
It consisted of a long distance microscope connected to a Hi-8
resolution black and white camera. This image was recorded using
an SVHS video recorder. The meniscus was back lit with a high
intensity white light source, filtered to allow transmission of light
in the green spectrum only and to block transmission of much of
the thermal radiation in the infrared spectrum.

The refrigerated circulator temperature was used to set the liq-
uid reservoir~condenser!temperature at 5, 15, and 25°C. Tests
were run for each of these system states for variable heat input.
The test conditions and power input for the tests are summarized
in Table 3. The data presented in this table includes the bulk liquid
reservoir temperature and the range of the considered power input.

Fig. 3 Schematic of the single pore capillary pumped loop

Fig. 4 Experimental setup of the single pore evaporator capil-
lary pumped loop „CPL… placed in a vacuum chamber

Table 2 Properties of Pentane and Decane

Pentane (C5H12)
~Working fluid!

Decane (C10H22)
~Additive!

M572.15 M5142.28
s50.0155 N/m
~at 20°C!

s50.0234 N/m
~at 20°C!

sop50.04835 N/m sod50.05079 N/m
gp50.0001102 N/m•K gd50.00009197 N/m•K
Refractive index~n!
51.3545 at 20°C

Refractive index~n!
51.4102 at 20°C

TBOIL536.1°C at 1 atm TBOIL5174.1°C at 1 atm
r5621.4 kg/m3 r5726.4 kg/m3

Table 3 Experimental test conditions

Volume
concentration

of Decane
~%!

Condenser
temperature

~°C!
Heat input

~W!

5 0–1.4
0 15 0–1.4

25 0–1.4
5 0–2.7

3 15 0–2.6
25 0–3
5 0–2.1

5 15 0–2.4
25 0–2.4
5 0–1.8

10 15 0–3
25 0–3
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Results
For full examination of the experimentally determined wetting

characteristics, data is presented for the conditions detailed in
Table 3. This presented data includes the steady-state wicking
height versus wall temperature gradient for concentrations of 0, 3,
5, and 10% decane in volume in the mixture with pentane. The
capillary pumping potential, or equivalent to the wicking height
differential between the evaporator and condenser pores, was
measured by a cathetometer that essentially consists of a small
telescope with a horizontal hairline to be adjusted in height with
the meniscus bottom location and has a digital meter with mini-
mum reading resolution of65 mm. For each measurement condi-
tion, up to thirty ~30! readings were averaged to alleviate the
uncertainties associated with the potentially subjective reading
variations through the cathetometer.

Tests were conducted until the temperature nearest to the heat-
ing element exceeded 110°C or for the pure pentane case, the
system became dynamically unstable. Thex-axis on all plots is set
to the same scale to assist in comparisons. Total errors associated
with these plots are62.7% with a 95% confidence interval for the
capillary pumping potential measurements, and68.5% at a 95%
confidence interval for the temperature gradient assessment.

Figure 5 is a presentation of capillary pumping potential versus
wall temperature gradient at the meniscus for 0~pure pentane!, 3,
5, and 10% decane in volume. All binary mixtures show signifi-
cantly extended temperature gradients with the onset of meniscus
instability deferred in that meniscus said to be unstable when os-
cillatory motion occurs. The temperature gradientdT/dx is deter-

mined from the thermocouple readings that are located closest to
the meniscus so that it can be approximated to be comparable to
the temperature gradient along the interface@16,17#. Note that the
measurements were stopped once any of the thermocouple read-
ings reached 110°C to prevent thermally induced cracking of the
glass pore and the stable operation ranges could span farther al-
lowing higher temperature gradients than presented. It shows that
there is little variation in wicking height with subcooling of the
condenser temperature for all the cases examined.

In Fig. 6 the same data sets are re-grouped and re-plotted so
that the effect of the decane concentration on the capillary pump-
ing potential can be more exclusively observed. These show that
for low concentrations of decane the capillary pumping potential
is not deleteriously affected. However for high concentrations of
decane the wicking height, i.e., capillary pumping potential is
drastically reduced, whereas their stable operational ranges have
been significantly extended. This is a result of the distillation pro-
cess near the contact line where decane is the primary component
and thus dominates the wetting characteristics or contact angles.
To understand the significance of this assumption, examination of
the contact angle is required.

Figure 7 is a semi-empirical plot of contact angle versus liquid
temperature. The values presented were obtained by measuring
the wicking height of a single pore placed within a large liquid
reservoir held at a known temperature and calculating the contact
angle using Eq.~14!.

Fig. 5 Capillary pumping potential versus wall temperature gradient: „a… Pure pentane, „b… 3% decane, „c… 5% decane, and „d…
10% decane in volume in the mixture with pentane.
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u5 cos21
rghr

2s
(14)

Then the Young-Dupre’ equation~Eq. ~15!! was applied to deter-
mine the variation in contact angle with temperature by assuming
that the numerator was approximately constant with temperature
for the tested range and allowing the denominator to vary.

cosu5
ssv2ssl

s
(15)

The produced contact angle data was then used in Eq.~2! to
examine the variation in wicking height due solely to bulk liquid
temperature variations for pure pentane, and a decane in pentane
mixture where a decane dominated contact angle is expected~Fig.

Fig. 6 Capillary pumping potential versus wall temperature gradient for decane concentra-
tions: „a… condenser temperature at 5°C, „b… 15°C, and „c… 25°C.
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8!. For pure pentane, the contact angle calculated for pentane was
used, and for the mixture, the contact angle measured for decane
was used because of the distillation effect is prevalent near the
heated wall. The results show similar variations in wicking height
as those seen during testing. Thus the assumption that for high

decane concentration mixtures, the decane controls the contact
angle, seems to be substantiated. This also supports the model
developed and presented in Eqs.~8! to ~10! because if the wicking
height variation is due to changes in contact angle, no net inter-
facial stress exists. This is apparent if the model is examined. It
shows that the thermocapillary stress is balanced by the stress
arising from the concentration gradient along the liquid-vapor in-
terface. This balance would yield no net interfacial stress.

Finally, consideration must be made as to how if at all the
addition of decane to the working fluid affects heat transfer. To do
this two variables must be examined,~1! the rate of energy con-
sumed for evaporation at the meniscus, and~2! the temperature of
the meniscus. Figure 9 shows the power input into the meniscus
versus the total power provided for the electric heater versus 0, 3,
5, and 10% decane in volume in the mixture with pentane and for
a fixed 25°C condenser temperature. This figure shows that the
addition of decane into the pentane has no degrading effect on the
energy transferred into the meniscus. The heat transferred into the
meniscus is calculated by applying a simple energy balance at the
meniscus location from the thermocouple data, as illustrated in
Fig. 10. This may represent a slightly overestimated heat transfer
rate to the meniscus in that the direct heating from the glass inner
pore wall to the vapor and to the bulk liquid regions is not ac-
counted for. However, those direct or convective heating magni-

Fig. 8 Capillary pumping potential versus wall temperature
gradient

Fig. 9 Heat transferred into the meniscus versus total heat
input for a fixed condenser temperature of 25°C

Fig. 10 Energy balance at the meniscus to estimate the
amount of heat transfer into the meniscus

Fig. 11 Temperature at the meniscus versus input power-
condenser temperature is 25°C

Fig. 7 Contact angle versus liquid temperature for pure pen-
tane and pure decane
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tudes will not be substantial because of small temperature differ-
entials at the solid-bulk liquid and solid-vapor interfaces and the
majority of heat transfer is taking place in the meniscus region
under evaporation.

To further substantiate this conclusion, examination of the
aforementioned second variable, the meniscus temperature is nec-
essary. Figure 11 is a presentation of the temperature of the ther-
mocouple closest to the intrinsic meniscus for the two limiting
cases of pure pentane and 10% decane in pentane. Figure 11
shows that there is no significant variation in the temperature at
the meniscus for the two limiting cases. This in conjunction with
Fig. 9 demonstrates that the heat transfer characteristics of the
system are not necessarily depreciated due to the addition of dec-
ane, while the range of stable establishment of its capillary pump-
ing potential is significantly extended in terms of the temperature
gradient at the meniscus.

Conclusions
Analysis describing a novel method of negating the deleterious

effects of thermocapillary stress on capillary driven phase change
devices has been presented and preliminary experiments have
been completed, showing its validity. The data revealed that added
concentrations of decane in pentane warrant that the onset of me-
niscus instability is noticeably prolonged with no degradation in
heat transfer. This improvement is attributed to concentration-
driven capillary gradient due to the distillation of the pentane in
the near contact line region, which counteracts the degrading ther-
mocapillary pulling actions, along the meniscus. However, for
high concentrations of decane in pentane, substantial reductions in
wicking height were observed due to the higher surface-free-
energy as decane dominates the contact angle characteristics. Nev-
ertheless, neither the rate of heat input to meniscus nor the menis-
cus temperature shows any noticeable degradation with the
wicking height reduction.
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Nomenclature

C 5 volumetric concentration of decane
cp 5 constant pressure specific heat~J/kg-K!
g 5 acceleration due to gravity~m/s2!
h 5 wicking height~m!

hf g 5 latent heat of vaporization~J/kg!
K 5 curvature~1/m!
L 5 length ~m!
M 5 molecular mass
n 5 index of refraction
P 5 pressure~Pa!
r 5 radius of the capillary tube~m!
R 5 radius of the condenser~m!
T 5 temperature~°C!
V 5 average liquid velocity~m/s!
x 5 cartesian coordinate parallel to thin film~m!

RT2C 5 ratio of the temperature gradient to the concentration
gradient@Eq. ~12!#

g 5 slope of surface tension~N/m-K!
m 5 absolute viscosity~Pa-s!
u 5 contact angle~degrees!
r 5 density~kg/m3!
s 5 surface tension~N/m!

Subscripts

B 5 bottom of meniscus
C 5 concentration
D 5 decane

flow 5 flow
l 5 liquid
o 5 reference
P 5 pentane
r 5 reservoir

sat 5 saturation
sl 5 solid-liquid
sv 5 solid-vapor
T 5 top of meniscus

TC 5 thermocapillary
v 5 vapor

References
@1# Chang, W. S., and Hager, B. G., 1990, ‘‘Advance Two-Phase Thermal Man-

agement in Space,’’National Heat Transfer Conference, Minneapolis, MN.
@2# Pratt, D. M., Chang, W. S., and Hallinan, K. P., 1998, ‘‘Effects of Thermocap-

illary Stresses on the Capillary Limit of Capillary-Driven Heat Transfer De-
vices,’’ Proc. 11th International Heat Transfer Conference, Kyongju, Korea.

@3# Ma, H. B., Pratt, D. M., and Peterson, G. P., 1998, ‘‘Disjoining Pressure Effect
on the Wetting Characteristics in a Capillary Pore,’’ Microscale Thermophys.
Eng.,2~4!, pp. 283–297.

@4# Pratt, D. M., and Hallinan, K. P., 1997, ‘‘Thermocapillary Effects on the Wet-
ting Characteristics of a Heated Curved Meniscus,’’ J. Thermophys. Heat
Transfer,11~4!, pp. 519–525.

@5# Ehrhard, P., and Davis, S. H., 1991, ‘‘Non-Isothermal Spreading of Liquid
Drops on Horizontal Plates,’’ J. Fluid Mech.,229, pp. 365–388.

@6# Hocking, L. M., 1995, ‘‘On Contact Angles in Evaporating Liquids,’’ Phys.
Fluids,7~12!, pp. 2950–2955.

@7# Sen, A. K., and Davis, S. H., 1982, ‘‘Steady Thermocapillary Flows in Two-
Dimensional Slots,’’ J. Fluid Mech.,121, pp. 163–186.

@8# Anderson, D. M., and Davis, S. H., 1994, ‘‘Local Fluid and Heat Flow Near
Contact Lines,’’ J. Fluid Mech.,268, pp. 231–265.

@9# Ha, J. M., and Peterson, G. P., 1994, ‘‘Analytical Prediction of the Axial
Dryout Point for Evaporating Liquids in Triangular Microgrooves,’’ ASME J.
Heat Transfer,116~2!, pp. 498–503.

@10# Chan, S. H., and Zhang, W., 1994, ‘‘Rewetting Theory and the Dryout Heat
Flux of Smooth and Grooved Plates With a Uniform Heating,’’ ASME J. Heat
Transfer,116~1!, pp. 173–179.

@11# Parks, C. J., and Wayner, Jr., P. C., 1987, ‘‘Surface Shear Near the Contact line
of a Binary Evaporating Curved Thin Film,’’ AIChE J.,33~1!, pp. 1–10.

@12# Reddy, R. P., and Lienhard, J. H., 1989, ‘‘The Peak Boiling Heat Flux in
Saturated Ethanol-Water Mixtures,’’ ASME J. Heat Transfer,111, pp. 480–
486.

@13# Avedisian, C. T., and Purdy, D. J., 1993, ‘‘Experimental Study of Pool Boiling
Critical Heat Flux of Binary Fluid Mixtures on an Infinite Horizontal Surface,’’
Proceedings of 1993 ASME International Electronics Packaging Conference,
2, pp. 909–915.

@14# Reyes, R., and Wayner, P. C., 1997, ‘‘Interfacial Models for the Critical Heat
Flux Superheat of a Binary Mixture,’’ National Heat Transfer Conference,
HTD-Vol., 342, pp. 187–194.

@15# Carey, V. P., 1999,Statistical Thermodynamics and Microscale Thermophys-
ics, Cambridge University Press, Cambridge, UK, Chap. 10.

@16# He, O., 1996, ‘‘Novel Microscale Flow Field Measurement Technique for Ex-
tracting Fundamental Physics of Dynamic Thin Films,’’ Ph.D. dissertation,
Dept. of Mechanical and Aerospace Engineering, Univ. of Dayton, Dayton,
OH.

@17# Pratt, D. M., Brown, J. R., and Hallinan, K. P., 1998, ‘‘Thermocapillary Effects
on the Stability of a Heated, Curved Meniscus,’’ ASME J. Heat Transfer,120,
pp. 220–226.

874 Õ Vol. 125, OCTOBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mylene Deleglise1

Pavel Simacek

Christophe Binetruy

Suresh Advani
e-mail: advani@udel.edu

Department of Mechanical Engineering and
Center for Composite Materials, 201

Spencer Laboratory, University of Delaware
Newark, DE 19716-3144

Determination of the Thermal
Dispersion Coefficient During
Radial Filling of a Porous
Medium
Resin Transfer Molding is one of the Liquid Composite Molding processes in which a
thermoset resin is infiltrated into a fibrous porous media in a closed mold. To reduce the
curing time of the resin, the mold may be heated, influencing other filling parameters such
as the resin viscosity. Analysis of the non-isothermal effects during filling will help to
understand the manufacturing process. One of the issues of non-isothermal filling in
porous media is the variation of the velocity profile at the micro scale level, which as it is
averaged, cannot be included in the convective term. To account for it, the thermal
conductivity tensor is modified and a thermal dispersion coefficientKd is introduced to
model the micro convection effects. In this paper, we explore the temperature profile under
non-isothermal conditions for radial injection during Resin Transfer Molding in order to
determine the thermal dispersion coefficient. An approximate solution is derived from the
series solution and validated with a numerical method. Experiments using carbon fibers
and polyester resin were conducted. The thermal dispersion coefficient is determined by
comparing experimental results with the steady state analytical solution. The comparison
between radial and linear injection results shows that the same degree of dispersion is
present in isotropic fibrous porous media.@DOI: 10.1115/1.1599366#

Keywords: Experimental, Flow, Heat Transfer, Porous Media

Introduction

Liquid Composite Molding injection processes are widely used
in the aerospace and automotive industries. The process consists
of injecting a resin into a fiber preform placed in a one or two-
sided closed mold. Resin Transfer Molding is one of these pro-
cesses. The materials used are glass, carbon or aramid fibers,
through which a thermoset resin is forced to flow. Thermoset res-
ins involve a curing stage that can last more than half of the cycle
time. In order to reduce this step, the mold is heated, as the curing
reaction can be catalyzed by heat, and cold resin~room tempera-
ture! is injected. Heat conducts through the mold walls and is
convected by the resin as it flows through the stationary preform.
The temperature of the resin rises in the mold cavity, influencing
the cure kinetics and thus the resin viscosity, complicating the
manufacturing process. Although at the macro-scale the resin ve-
locity profile can be considered as uniform, at the micro-scale and
because of the structure of the preform, the resin flow separates
before the fibers and reattaches behind them.

This phenomenon is taken into account in the energy balance
equation through the thermal dispersion coefficient. This coeffi-
cient is expected to depend on the velocity of the flow front, on
the porosity and structure of the media and on the thermal char-
acteristics of the materials@1–5#.

The objective of the paper is to characterize and measure the
dispersion coefficient in a radial injection. By comparing the ex-
perimental data with the analytical solution, we can relate the
dispersion coefficient with the initial velocity of the resin. An
analytical solution derived from the energy balance equation for
the steady state and a numerical simulation taking into account the

transient term are developed. The thermal dispersion coefficient
can then be calculated for the radial flow case and compared with
the values found for linear injection cases.

Background
It is necessary to include a dispersion coefficient in the energy

balance equation in order to take into account the micro-scale
convection around the fibers that cannot be included in the Dar-
cy’s velocity @1–15#. Heat transfer in porous media is described
through the energy balance equation written for the two phases.
The dispersion coefficient is included in the conductive term
through a modified thermal conductivity tensor. Two models are
found in the literature, the one-equation model or local thermal
equilibrium model~LTE!, and the two-equation model, or non-
local thermal equilibrium model~NLTE!.

When NLTE model is used, a heat transfer coefficient between
the fibers and the preform has to be defined@16–20#. Experimen-
tally, this coefficient is difficult to determine, for the temperature
of the two phases at the interface needs to be measured. Numeri-
cal experiments show that almost no temperature difference ex-
isted when non-metallic materials are considered, thus that the
local thermal equilibrium assumption is not an unreasonable one
for LCM processes@21#.

The LTE uses volume averaging on the domain and states that
the averaged temperatures of the preform and of the resin are
equal at the interface, as expressed below:

^Ts&s5^Tf& f5^T& (1)

This assumption is valid under certain conditions. For instance,
the temperature gradient between the two phases must be negli-
gible, thus that the ratio of the thermal conductivities should be
approximately unity. The one-equation model breaks down also
when high injection velocities are used or when a significant heat
generation occurs in one of the two phases@21–24#. When using
the LTE model, the energy balance equation is written for the
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resin or fluid phase and for the preform or solid phase. For the
fluid phase, a convective term that accounts for the motion of the
fluid, and a heat generation term due to curing reaction are in-
cluded as shown below.

~rCp! f

]Tf

]t
1~rCp! f¹•~vfTf !5¹•~kf•¹Tf !1f ṡ (2)

~rCp!s

]Ts

]t
5¹•~ks¹Ts! (3)

where the subscriptsf and s stand for the fluid and solid phase
respectively.

Applying the LTE assumption~Eq. ~1!! and using the volume
averaging method@1–5#, the governing equation is obtained.

~f~rCp! f1~12f!~rCp!s!
]^T&
]t

1~rCp! f^vf&•¹^T&

5¹•~~ke1kD!•¹^T&! (4)

The resulting model shown in Eq.~4! assumes that no curing
reaction is involved. By applying the volume average method, the
local variations of the velocity@5# can be introduced in the ther-
mal conductivity tensork by adding a thermal dispersion tensor
kD to the effective thermal conductivity.

k5 ke1kD (5)

The effective conductivity tensorke is also called the stagnant
conductivity and may be estimated as the average of the materials
thermal conductivities:

ke5fk f1~12f!ks (6)

In order to determine the dispersion coefficient, one must conduct
experiments. The investigations found in the literature prove that
the thermal dispersion coefficient depends on the injection veloc-
ity, on the volume fraction of the preform, and on the thermal
conductivities of the materials@1–3#.

The dependence of the dispersion coefficient with the velocity
was studied in the linear injection case in order to establish a
relation between the thermal dispersion and the Peclet number:

Pe5
^vf&d

a f
(7)

or Pe5Pr Re,

whered is the diameter of the fiber tows anda f is the thermal
diffusion of the fluid phase. The results found in the literature
show that the dispersion coefficient varies with Pen, where n

ranges between 1@21,23,25–28#and 2@29–32#, and may be dif-
ferent if high or low Peclet numbers are considered@23#.

Only one investigation on the Peclet number-dependence of the
dispersion coefficient can be found in the radial experimental case
@5#, although the radial injection scheme is widely used in the
industry for various reasons. While in the linear injection case, the
flow velocity can be modeled as constant during the injection, in
the radial case; the velocity depends on the position of the flow
front in the radius direction. A schematic of radial injection is
shown in Fig. 1.

Assuming radial symmetry, the flow velocity is

^v f& f low f ront5^v0&
r 0

R
(8)

where R is the position of the flow front and^v f& the correspond-
ing velocity, ^v0& and r 0 are respectively the initial velocity and
radius of the inlet. Askd5 f (Pe)5 f (^v f&), the dispersion coeffi-
cient will also be a function of the radius@25#.

We propose to consider the radial injection scheme by deriving
an analytical solution in the cylindrical coordinate system in order
to study the variation of the dispersion coefficient with the Peclet
number.

Analytical Method
The analytical solution is derived under the assumption that the

inlet injection flow rate remains constant throughout the injection,
no curing reaction is initiated, the materials used are isotropic in
the in-plane directions, and that the viscosity does not directly
depend on the temperature, which is a valid assumption as far as
thermoset resins are concerned provided that no curing reaction is
initiated. Moreover, the dispersion along the in-plane directions
can usually be neglected, as the thickness is at least 10 times
smaller than the in-plane dimensions@13–14#.

We will assume that the transverse component of dispersion
tensor,kDzz, depends linearly on local Peclet number Pe. This
correlates well with the measurements carried out previously@1#.
This means~Eqs.~7! and ~8!!:

kDzz5A•Pe~r !5A•
d

a f
•

^v0&•r 0

r
5

Dzz•R

r
(9)

whereA andDzz are constant coefficients.
Under the assumptions listed above, the energy balance is then

expressed in a cylindrical coordinate system in Eq.~10!.

]T*

]t*
1jGz

1

r *
]T*

]r *
5jkzz*

]2T*

]z* 2
(10)

Fig. 1 Schematic of a radial injection
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wherekzz* ~nondimensionalized modified thermal conductivity in
the thickness direction! is defined by

kzz* 5
ke1kDzz

ke
511

Dzz

ker *
(11)

The description of the nondimensional parameters is given in
Table 1.

Moreover, the convection only takes place in the radial direc-
tion as the volume averaged flow velocity develops in this direc-
tion because of radial symmetry. The variations of the velocity
profile phenomena are included in the thermal dispersion tensor,
kD , of which only thekDzz component in thez-direction is con-
sidered. The steady state case of Eq.~10! can be written as

A

r *
]T*

]r *
5B

]2T*

]z* 2
1

C

r *
]2T*

]z* 2
(12)

A, B, andC are constants and are functions of the initial velocity
^v0&, and of the thermal properties of the materials~see Table 2!.
The thermal dispersion termDzz ~Eq. ~9!! is included in the con-
stant C. The temperature profile can thus be derived using the
method of separation of variables, using the following boundary
conditions:

• the inlet temperature atr 5r 0 is constant
• the mold walls temperature are held constant

The analytical solution is written for the mid-plane temperature
profile, atz5h/2, as follows@14#:

T* 512
4

p (
n50

`
~21!n

2n11
expS 2~2n11!2p2C

A
~r * 2r 0* ! D

3expS 2~2n11!2p2B

2A
~r * 22r 0*

2! D (13)

This solution allows us to evaluate the steady-state temperature
along mold mid-plane dependent on heat dispersion magnitude,
given byDzz.

Experimental Setup
Experiments are necessary to determine the dispersion coeffi-

cient. The aim of the experiments is to monitor the temperature
profile in the mid-plane of a mold and along the flow front direc-
tion. This temperature profile can then be compared with the ana-
lytic solution ~Eq. ~13!! and the dispersion coefficient in the ana-
lytic solution can be varied until the steady state values of the
experiment match the analytic solutions values. The carbon fiber
preforms used have a quadri-axial structure~0 deg, 45 deg, 90
deg,245 deg!produced by SAERTEX, as shown in Fig. 2. The
four plies are stitched together.

A low viscosity polyester resin from Reichhold, named polylite
31532-02, catalyzed by 1% of peroxide~Norpol 3 from Reich-
hold!, is used.

Table 2 lists the rheological and thermal characteristics of the
materials.

The mold used is made of aluminum. It is mounted on a press
and a channel was drilled on the mid-thickness of the upper plate
in order to access the central injection point. The mold schematic
and its dimensions are reported in Fig. 3. K-type thermocouples,
with a deviation of 1°C at 100°C are placed in the mid-plane, at
the center of the preform, regularly spaced along a radial direc-
tion, as shown in Fig. 4.

The mold is placed on a press platen, and thermocouples are
connected to a National Instrument acquisition card. The injection
unit has a capacity of 12 liters, and a hydraulic pump with a
maximum power of 100 bars assured constant flow rate injections.
The injection unit was controlled by a numerical command pro-
grammed in ISO language~Fig. 5!.

Table 1 Governing equation parameters

Parameter Description

T*
T2Tin

Twall2Tin

r *
r

R

r 0*
r0

R

z*
z

h

j
rfCpf

frfCpf1~12f!rsCps

Gz ~Graetz Number!
rfCpf^v0&h

2

keR

A jGz
r0

R

B j
kzz

ke

C j
Dzz

ke

Table 2 Materials properties

Characteristics Symbol Units Polyester resin Carbon fibers

Viscosity m Pa•s 0.08 N/A
Density r Kg/m3 1020 1600
Thermal conductivity k W/m•K 0.417 1.03
Specific heat capacity Cp J/KgK 1800 1000

Fig. 2 Carbon fabrics
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The resin is kept at room temperature while the mold platens
are heated to 51°C by using electrical power. The mold plate’s
thickness insures that the temperature of the mold walls is kept
constant. The injection starts when the preform temperature has
equilibrated and reached a constant temperature.

Data Analysis
As the flow front advances in a circular shape and encapsulates

a thermocouple, the thermocouple temperature drops instantly. At
this moment, we can record the time at which the drop occurs and
knowing the positions of the thermocouples, calculate the average
flow front velocity.

For the radial injection, the velocity varies with the radius of
the flow front. For the calculation, only the initial velocity is
needed as the velocity at each radius can be expressed in terms of
the inlet flow front velocity.

The steady-state temperature at each sensor location is recorded
and nondimensionalized asT* 5(T2Tin )/(Twall2Tin ). The inlet
temperatureTin is the temperature of the first thermocouple placed
at the inlet. The data needed for the determination of the disper-
sion coefficient are the fiber volume fraction, the thermal proper-
ties of the materials, and the mold walls temperature. The inputs
that may vary from one experiment to another are the inlet tem-
perature, the thermocouples location and the corresponding steady
state temperature, and the velocity of the flow front.

These parameters are set into a Matlab code that calculates
the analytical steady state temperature profile along the mold,
in the flow front direction. An iterative subroutine allows the dis-
persion coefficient to vary in an incremental fashion over a pre-
dictable scale of values. For every incremental value of the dis-
persion coefficient an analytical profile is calculated and is
compared with the experimental steady state temperature profile.
The curve that gives the ‘‘best match’’ with the experimental re-
sults defines the dispersion coefficient corresponding to that ex-
periment~Figs. 6, 7!.

Fig. 4 Thermocouples placement as shown with solid dots

Fig. 3 Schematic of the mold used for resin injections in a
mold containing fiber preform. Top and side view.

Fig. 5 Experimental setup

Fig. 6 Comparison between analytical profiles with different
dispersion coefficient with experimental data Šv0‹

Ä0.0180 mÕs, Dzz varying from 0 to 10 „increments of 1 …
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Results and Discussion
Experiments were performed with a 49% volume fraction car-

bon preform at different injection flow rates. The reference veloc-
ity used here is the velocity at the inlet. The experimental results
are reported in Table 3.

The dispersion coefficient relation with the Peclet number is
shown in Fig. 8. The linear relation is expressed as follows:

Dzz

ke
50.0241Pe10.85 (14)

This relation can be compared with the relation found in the linear
case as follows:

Dzz

ke
50.0211Pe20.303 (15)

whereke is the effective thermal conductivity,ke50.613 W/mK
and same experimental setup and materials were used for the lin-
ear injection as well.

We notice that the relation between the dispersion coefficient
and the Peclet number does not go through the origin. Actually,
when very low injection velocities are considered, the creeping
flow effects become important, affecting the dispersion coefficient
as well. As the radius dependence on the dispersion coefficient
and on the velocity are already accounted for in the energy bal-
ance equation, it makes sense that the dispersion coefficient factor
for the linear and the radial injection cases are similar. The range
of the values obtained agrees well with the values found in the
literature, although the focus in literature has been on the use of
glass fibers to represent the fibrous porous media.

Conclusions
An analytical exact solution for the steady state temperature

profile was derived from the energy balance equation written for
the radial case and validated by a numerical code. The dispersion
coefficient was calculated from the comparison between the ana-
lytical solution and experimental steady state temperature profile.
The dependence of the thermal dispersion coefficient with the
injection velocity was studied. Comparison with linear injection
experiments conducted with the same materials and in the same
experimental set-up validates the results obtained in the radial
injection case.

Dispersion coefficient is a property of a material and more
widely of a fluid/resin system. The structure of the materials and
their thermal properties are important as well as the porosity of
the preform and the injection velocity. Once the thermal disper-
sion is known, non-isothermal numerical simulations become
more reliable. Further investigations on the dependence of the
thermal dispersion coefficient for different fiber architectures, and
a predictive model to estimate it, is a key to modeling nonisother-
mal flow in which dispersion will be significant.
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Nomenclature

Cp 5 specific heat at constant pressure
h 5 reference thickness

k, k 5 thermal conductivity~tensor, component!
ke , ke 5 effective thermal conductivity~tensor, component!

kD , kD 5 dispersion coefficient~tensor, component!
L 5 reference length
T 5 temperature
t 5 time

^vf& 5 volume average flow velocity
r 5 density
f 5 porosity
K 5 permeability tensor
P 5 pressure
h 5 viscosity
a 5 thermal diffusivity
d 5 fiber tow diameter
r 5 radial coordinate
R 5 outer radius of the part

Subscripts and Superscripts

f 5 fluid
s 5 solid
* 5 nondimensional parameters

Fig. 7 Experimental time history of the thermocouples as the
resin flows across them in a radial mold

Table 3 Dispersion Coeficients at Different Injection Velocities
calculated by matching the steady state analytic solution with
the steady state experimental profile

Experiment
Injection velocity^v0&

m/s
Dispersion coefficient Dzz

W/mK

0311r20 0.00723 0.4
0301r50 0.0180 2.8
0313r87 0.00314 3.2
0304r125 0.0452 3.7
0227r150 0.0543 3.8
0312r200 0.0724 6.4

Fig. 8 Dependence of the dispersion coefficient on the Peclet
number for the radial case
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Measuring Thermal and
Thermoelectric Properties of
One-Dimensional Nanostructures
Using a Microfabricated Device
We have batch-fabricated a microdevice consisting of two adjacent symmetric silicon
nitride membranes suspended by long silicon nitride beams for measuring thermophysical
properties of one-dimensional nanostructures (nanotubes, nanowires, and nanobelts)
bridging the two membranes. A platinum resistance heater/thermometer is fabricated on
each membrane. One membrane can be Joule heated to cause heat conduction through
the sample to the other membrane. Thermal conductance, electrical conductance, and
Seebeck coefficient can be measured using this microdevice in the temperature range of
4–400 K of an evacuated Helium cryostat. Measurement sensitivity, errors, and uncer-
tainty are discussed. Measurement results of a 148 nm and a 10 nm-diameter single wall
carbon nanotube bundle are presented.@DOI: 10.1115/1.1597619#

Keywords: Heat Transfer, Measurement Techniques, Microscale, Nanoscale, Thermo-
electric

Introduction

One-dimensional ~1D! nanostructures such as nanotubes,
nanowires, and nanobelts have unique thermophysical properties
very different from those of their bulk counter parts. In general, as
these materials are confined to low dimensions with a size com-
parable to the scattering mean free paths, the thermal conductivity
is often reduced due to increased boundary scattering and modi-
fied phonon dispersion@1,2#. An exception to this scaling trend is
carbon nanotubes~CNs!. Due to the unique crystalline structure,
boundary scattering is nearly absent in CNs, giving rise to super
high thermal and electrical conductivity that makes the CN an
ideal candidate for nanoelectronic applications. Furthermore, a
single wall~SW! CN is an ideal system to study quantum thermal
conduction phenomena. For example, a~10,10!SWCN has a se-
ries of phonon sub-bands near the zone center@3#. The small
diameter (dt) of the nanotube causes relatively large sub-band
splitting between the acoustic and the optical modes. For a tem-
peratureT!2hv/(kBdt), whereh, v, kB , dt are Planck constant,

phonon group velocity, Boltzmann constant, and tube diameter,
respectively, only four acoustic modes are occupied, and the ther-
mal conductance of a SWCN is expected to show linear tempera-
ture dependence with a maximum possible valueGth54g0 . Here,
g05p2kB

2T/3h5(9.46310213)T (W/K) is the universal quantum
of thermal conductance@4#.

The potential applications and intriguing nanoscale thermal
conduction physics has inspired several groups to measure See-
beck coefficient@5#, specific heat@6,7#, and thermal conductivity
@8,9# of CN bundles and mats. Hone et al. measured the thermal
conductivity @7,8# and Seebeck coefficient@5# of millimeter size
mat samples made of CNs. The measured thermal conductance
shows linear temperature dependence below 25 K and extrapo-
lates to zero at zero temperature. The measurement results have
advanced our understanding of thermal conduction in CNs. How-
ever, it is difficult to extract the thermal conductivity of a single
tube from such measurements because the sample consists of nu-
merous micrometer-long tubes connected into a millimeter-size
mat. As such, there exist large contact thermal resistances at the
junctions between individual tubes in the mat. Further, the filling
factor or density of the tubes in the mat is unknown. As the con-
sequence, the estimated room-temperature thermal conductivity of
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the mat is about 250 W/m-K, one order of magnitude lower than
theoretical predictions@10–12#. In addition, the measured thermal
conductance increases with temperature for the entire temperature
range of 8–350 K, showing no signature of Umklapp phonon-
phonon scattering. This indicates that the dominant scattering
mechanism is phonon scattering by defects and boundaries. Yi
et al. @6# used a self heating 3v method to measure the specific
heat and thermal conductivity of a suspended millimeter-long
aligned multi-wall~MW! CN bundle with an apparent cross sec-
tion of 10210 to 1028 m2. The measured specific heat exhibits
linear temperature dependence in a temperature range of 10–300
K, showing a different behavior from the results obtained by Hone
et al. In addition, because of the large thermal resistance at the
defects and at the contacts between individual tubes, the measured
thermal conductivity is about 20 W/m-K at room temperature, two
orders of magnitude lower than theoretical predictions for a single
defect-free tube.

It is necessary to investigate the intrinsic thermal transport
properties of individual CNs by eliminating the influences from
contact thermal resistances at the junctions between individual
tubes and from phonon scattering between adjacent tubes. This is
also the case for other nanostructures including a variety of nano-
tubes, nanowires, and nanobelts. Of particular interest, nanowires
of Bi and Bi2Te3 may exhibit significant enhancement of the ther-
moelectric figure of merit, and have potential applications in effi-
cient thermoelectric energy conversion@13,14#. Currently, there
have been few measurement data of thermal properties of indi-
vidual nanotubes, nanowires, and nanobelts. This is because con-
ventional techniques for thin film thermal property measurements,
such as the 3v method @15#, cannot be used readily for these
nanostructures due to the small sample size. In order to concur-
rently measure thermal conductance, electrical conductance, and
Seebeck coefficient of CNs, we and our collaborators developed a
suspended microdevice in a previous work@16,17#. We used the
device for measuring thermal conductivity and Seebeck coeffi-
cient of an individual suspended MWCN and obtained results in
agreement with theory@17#. Here, we further optimize device de-
sign and fabrication process, improve the measurement method,
and employ the technique for thermal property measurements of a
variety of one-dimensional nanostructures. The following sections
discuss the design, fabrication, measurement method, sensitivity,
errors, and uncertainty of the technique. As a demonstration of the
technique, the measurement results of two SWCN bundles are
presented.

Experimental Methods

Device Design and Fabrication. Figure 1 shows a scanning
electron micrograph~SEM! of the microdevice. The device is a
suspended structure consisting of two adjacent 14mm325 mm
low stress silicon nitride (SiNx) membranes suspended with five
0.5-mm-thick, 420-mm-long and 2-mm-wide silicon nitride beams.
One 30-nm-thick and 300-nm-wide platinum resistance thermom-
eter ~PRT! coil is designed on each membrane. The PRT is con-
nected to 200mm3200mm Pt bonding pads on the substrate via
1.8 mm wide Pt leads on the long SiNx beams. An additional 1.8
mm wide Pt electrode is designed on each membrane next to each
other, providing electrical contact to the sample.

The device is batch fabricated using a wafer-stage microfabri-
cation process, as shown in Fig. 2. First, a 0.5-mm-thick low-
stress SiNx film is deposited on a 100-mm-diameter wafer using a
low pressure chemical vapor deposition~LPCVD! method, as
shown in Fig. 2~a!. A 30 nm-thick Pt film is then deposited on the
SiNx film by radio-frequency~RF! sputtering. A 300-nm-thick low
temperature silicon dioxide~LTO! is grown on the Pt film using
LPCVD. A photoresist is spun on the LTO film and patterned
using an I-line wafer stepper. Combined with an oxygen plasma
etching technique, the wafer stepper can produce photoresist pat-
terns with a line width below 0.4mm. The photoresist pattern is
then transferred to the LTO film using reactive ion etching~RIE!.

Using the patterned LTO as a mask, the unprotected Pt film is
etched using ion milling or sputter etching to make serpentine
PRT lines~Fig. 2~b!!. After the photoresist and LTO are stripped,
a 300-nm-thick LTO is deposited on the wafer. A photolithography
and wet etching step is then used to open contact windows to the
Pt contact pads for wire bonding, and to the 1.8mm wide Pt
electrode near the PRT. This Pt electrode is used for making elec-
trical contact to the sample. A photoresist film is then spun on the
wafer and patterned~Fig. 2~c!!. The pattern is transferred to the
SiNx film by RIE. After the photoresist is stripped, tetramethylam-
monium hydroxide~TMAH! is used to etch the exposed Si region
and the suspended structure is released when the Si substrate is
etched away, as shown in Fig. 2~e!. The etching pit in the Si
substrate is usually about 100–200mm deep, and as such the

Fig. 1 SEM micrograph of a microdevice for thermal property
measurements of nanostructures

Fig. 2 Fabrication process of the microdevice
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suspended structure does not collapse to the substrate even with-
out the use of a critical point dryer. Using this wafer-stage fabri-
cation technique, about 2000 densely packed suspended structures
can be made on a 100 mm diameter wafer.

A nanotube, nanowire, or nanobelt can be placed between the
two suspended membranes by several methods. One way is to use
a sharp probe to pick up a sample, and then manipulate the probe
using a probe station to place the sample between the two mem-
branes. The process requires a high-resolution optical microscope.
This method was employed in our previous work for placing
MWCN bundles and individual MWCNs between two membranes
@17#.

The probe manipulation method is a tedious process. In view of
this, we have developed two different approaches for trapping a
nanostructure sample between the two membranes. In the first
approach, a solution containing the nanostructures is dropped and
spun on a wafer containing many suspended devices. We have
found that the nanostructures are often adsorbed on the two Pt
electrodes. Figures 3~a–c! show a SnO2 nanobelt, a 10 nm diam-
eter SWCN bundle, and a 148 nm diameter SWCN bundle ad-
sorbed on the two membranes, respectively, by this wet deposition
method. To improve the thermal and electrical contact between
the sample and the Pt electrode, we usually anneal the device at
300°C for a few hours. Further, a small tungsten or Pt pad can be
deposited on top of the sample-electrode contact using a focused
ion beam technique, as shown in Fig. 3~a!. Alternatively, an amor-
phous carbon film can be deposited on top of the sample-electrode
contact region. To do that, the electron beam of a SEM is focused
on the contact region with a high magnification of 200,000 or
larger. Because of organic contamination in the SEM chamber, the
electron beam induces the deposition of a carbon film on the fo-
cused region. This can further improve the contact.

In the second approach, we employ a chemical vapor deposition
~CVD! method to grow individual SWCNs bridging the two mem-
branes. To do that, we first spin a solution containing catalyst
nano-particles made of Fe, Mo, and Al2O3 on the suspended
membranes. This yields many catalyst nano-particles deposited on
the Pt electrodes. The suspended device is then placed in a 900°C
CVD tube with flowing methane resulting in individual SWCNs
grown between two catalyst particles on the two Pt electrodes.
Figure 3~d! shows a SWCN synthesized by this method. The

sample-electrode contact is annealed in the high-temperature
growth process, leading to low contact resistances.

Measurement Method

Thermal Conductance.Figure 4 shows the schematic diagram
of the experimental setup for measuring the thermal conductance
of the sample. The suspended structure is placed in a cryostat with
a vacuum level better than 131025 Torr. The two suspended
membranes are denoted as the heating membrane and sensing
membrane, respectively. A dc current~I! flows to one of the two
PRTs. A Joule heatQh5I 2Rh is generated in this heating PRT that
has a resistance ofRh . The PRT on each membrane is connected
to the contact pads by four Pt leads, allowing four-probe resis-
tance measurement. The resistance of each Pt lead isRL , which is
about half ofRh . A Joule heat of 2QL52I 2RL is dissipated in the
two Pt leads that supply the dc current to the heating PRT. We
assume that the temperature of the heating membrane is raised to
a uniform temperatureTh . This assumption can be justified be-
cause the internal thermal resistance of the small membrane is
much smaller than the thermal resistance of the long narrow
beams thermally connecting the membrane to the silicon chip at
temperatureT0 . A certain amount of the heat (Q2) is conducted
through the sample from the heating membrane to the sensing
one, raising the temperature of the latter toTs . In vacuum and
with a smallDTh([Th2T0,6 K), the heat transfer between the
two membranes by air conduction and radiation is negligible com-
pared toQ2 , as discussed below. The heat flow in the amount of
Q2 is further conducted to the environment through the five beams
supporting the sensing membrane. The rest of the heat, i.e.,Q1
5Qh12QL2Q2 , is conducted to the environment through the
other five beams connected to the heating membrane.

The five beams supporting each membrane are designed to be
identical. It can be shown that below 400 K, the radiation and air
conduction heat losses from the membrane and the five supporting
beams to the environment are negligible compared to conduction
heat transfer through the five beams. Hence, the total thermal
conductance of the five beams can be simplified asGb
55klA/L, wherekl , A, andL are the thermal conductivity, cross

Fig. 3 SEM image of a SnO 2 nanowire „a…, a 10 nm diameter
SWCN bundle „b…, a 148 nm diameter SWCN bundle „c…, and a
CVD-grown SWCN „d… connecting two Pt electrodes on two
suspended membranes

Fig. 4 Schematic diagram and thermal resistance circuit of the
experimental setup

Journal of Heat Transfer OCTOBER 2003, Vol. 125 Õ 883

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sectional area, and length of each beam, respectively. We can
obtain the following equation from the thermal resistance circuit
shown in Fig. 4,

Q25Gb~Ts2T0!5Gs~Th2Ts!, (1)

whereGs is the thermal conductance of the sample and consists of
two components, i.e.,

Gs5~Gn
211Gc

21!21 (2)

whereGn5knAn /Ln is the intrinsic thermal conductance of the
nanostructure,kn , An , andLn are the thermal conductivity, cross
sectional area, and length of the free-standing segment of the
sample between the two membranes, respectively.Gc is the con-
tact thermal conductance between the nanostructure and the two
membranes. Because the temperature excursionDTh is small,Gs ,
Gb , andGc are assumed to be constant asDTh is ramped.

Considering one-dimensional heat conduction, one can obtain
temperature distribution in the ten beams supporting the two
membranes. A Joule heat ofQL is generated uniformly in each of
the two Pt leads supplying the heating current, yielding a para-
bolic temperature distribution along the two beams; while linear
temperature distribution is obtained for the remaining eight beams
without Joule heating. The heat conduction to the environment
from the two Joule-heated beams can be derived asQh,2
52(GbDTh/51QL/2); while that from the remaining three beams
connected to the heating membrane isQh,353GbDTh/5, and that
from the five beams connected to the sensing membrane isQs,5
5GbDTs , where DTs[Ts2T0 . Considering energy conserva-
tion, i.e.,Qh,21Qh,31Qs,55Qh12QL , one obtains

Gb5
Qh1QL

DTh1DTs
, (3a)

and

Gs5Gb

DTs

DTh2DTs
. (3b)

Qh andQL can be calculated readily from the dc current and the
voltage drops across the heating PRT and the Pt leads.DTh and
DTs are calculated from the measured resistance of the two PRTs
and their temperature coefficient of resistance (TCR
[(dR/dT)/R). The four-probe differential electrical resistanceRs
of the sensing PRT is measured using a SR830 lock-in amplifier
with a 250–500 nA, 199 Hz sinusoidal excitation current. The
temperature riseDTs of the sensing membrane depends on the DC
currentI of the heating PRT, and is related toRs according to the
following equation

DTs~ I !5
DRs~ I !

dRs~ I 50!

dT

; DRs~ I ![Rs~ I !2Rs~ I 50! (4)

The differential resistanceRh of the heating PRT can be ob-
tained by one of the two following methods. In the first method,
the I –V curve is measured as the dc current~I! is slowly ramped
up to a value in the range of 4–10mA depending onT0 . One
ramping cycle typically takes 15 minutes. Thedifferential resis-
tance of the PRT heater is calculated asRh5dV/dI. For a slow
voltage ramp rate, it can be shown that the temperature rise in the
heating membrane is

DTh~ I !5
DRh~ I !

3
dRh~ I 50!

dT

; DRh~ I ![Rh~ I !2Rh~ I 50! (5)

Here, we use the differential resistance instead of the average
resistance ([V/I ) because the former offers better sensitivity for
temperature measurement.

Alternatively, a 250–500 nA sinusoidal current (i ac) with a
frequencyf can be coupled to the much larger dc heating current

I. A SR830 lock-in amplifier is used to measure the first harmonic
component (vac) of the voltage drop across the heating PRT,
yielding the differential resistanceRh5vac / i ac . For Rh obtained
by this method, it can be shown that

DTh~ I !5
DRh~ I !

3
dRh~ I 50!

dT

, for f !1/~2pt! (6a)

DTh~ I !5
DRh~ I !

dRh~ I 50!

dT

, for f @1/~2pt! (6b)

wheret is the thermal time constant of the suspended device, and
is estimated to be on the order of 10 ms. The difference between
these two solutions origins from a first harmonic modulated heat-
ing component, i.e., 2i acIRh . At a very low~high! frequency com-
pared to 1/~2pt!, the modulated heating yields a nontrivial
~trivial! first harmonic component inTh . This further causes a
nontrivial ~trivial! first harmonic oscillation inRh . This effect
gives rise to the factor of 3 difference between Eq. 6~a! and Eq.
6~b!. In addition,t is proportional toC/k, whereC andk are the
heat capacity and thermal conductivity, respectively. According to
the kinetic theory,k is proportional toCl, wherel is the phonon
mean free path and increases with decreasing temperature. Hence,
t is proportional to 1/land decreases with decreasing temperature.
Therefore, the transition between Eq. 6~a! and Eq. 6~b!occurs at a
higher frequency as the temperature is lowered. This frequency
dependence has been confirmed by an experiment conducted at
four different temperatures, namely 15 K, 25 K, 100 K, and 300
K, as shown in Fig. 5. In the experiment,DRh was measured at
different f for the sameI ~thus the sameDTh). The measurement
results exhibit a factor of 3 difference between the low and high
frequency limits, as expected from Eq. 6. In practice, we usef
.700 Hz, for which Eq. 6~b!is valid in the temperature range of
42400 K. We confirmed that the lock-in method yields the same
result as the fitting method. The lock-in method is preferred in our
measurements because it is more sensitive than the fitting one.

Electrical Conductance. The electrical conductance of the
sample can be measured using the two Pt electrodes contacting the
two ends of the sample. As mentioned above, a FIB method can
be used to deposit a metal line on top of the sample-electrode
contact to reinforce the electrical contact and minimize the contact

Fig. 5 Normalized first harmonic component of the measured
resistance rise of the heating PRT as a function of the fre-
quency of an ac current coupled to the dc heating current
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electrical resistance. The FIB deposition can break through the
oxide layer of a semiconductor nanowire and reduce the contact
resistance.

Seebeck Coefficient.The temperature difference of the two
membranes yields a thermoelectric voltage that can be measured
using the two Pt electrodes contacting the nanostructure, i.e.,
VTE5(Ss2SPt)(Th2Ts). The Seebeck coefficient (SPt) of the Pt
electrode can be calibrated separately. By measuringTh , Ts , and
VTE , the Seebeck coefficient (Ss) of the sample can be obtained.

Measurement Sensitivity. The sensitivity of thermal conduc-
tance measurement determines the minimum or noise-equivalent
sample thermal conductance that can be measured using the mi-
crodevice. UsuallyDTh@DTs in our measurements. Hence, from
Eq. 3~b!, the noise-equivalent thermal conductance (NEGs) of the
sample is proportional to the noise-equivalent temperature rise
~NET! of the sensing membrane, i.e.

NEGs5Gb

NET

DTh2DTs
(7)

NET is further related to the noise equivalent resistance~NER! in
the Rs measurement

NET5
NER/Rs

TCR
(8)

For the resistance measurement method using a lock-in amplifier,

NER

Rs
5

dv
v

1
d i

i
(9)

wheredv andd i are the noises in the ac voltage measurement and
that of the current source, respectively. At 300 K,dv is dominated
by the thermal or Johnson noise to bedv5A4kBTRsD f '4 nV
for a noise bandwidth ofD f '0.3 Hz. Therefore

dv
v

5
4 nV

2 mV
5231026 (10)

The current sourcei 5vout /R, wherevout is a sinusoidal 199 Hz
output voltage from the lock-in amplifier andR is the 10 MV
resistance of a 10 ppm/K precision resistor that is coupled to the
sinusoidal voltage output of the lock-in amplifier for converting
a constant ac voltage source to a constant ac current source.
Therefore,

d i ac

i ac
5

dvout

vout
1

dR

R
(11)

The relative noise in the ac voltage output from the lock-in am-
plifier (dvout /vout) is about 431025. The resistance fluctuation
(dR/R) of the 10 MVprecision resistance is about 231026 for a
0.2 K fluctuation of room temperature. Therefore,d i ac / i ac;4.2
31025. The noise in the current source is the dominant noise
source. From Eqs. 9–11, we can write

NER

Rs
'531025 (12)

This has been confirmed by measuring the noise level using a 2
KV precision resistor to replace the PRT. The measured resistance
noise is about 100 mV, indicating NER/Rs'531025.

Rs(I 50) is measured in the temperature range of 10–400 K, as
shown in Fig. 6. Above 30 K,Rs(I 50) increases linearly with
temperature. Typically, the TCR of the PRT is in the range of
1.831023– 3.631023 K21 and 3.531023– 7.231023 K21 at
300 K and 30 K, respectively, depending on the thin film deposi-
tion condition. Thus, NET of the lock-in measurement is in the
range of 13–27 mK and 6–13 mK at 300 K and 30 K, respec-
tively. Below 30 K, the TCR becomes smaller, leading to a larger
NET.

This NET value was found to be comparable or slightly below
the temperature fluctuation of the cryostat, which can be con-
trolled to be within 25 mK forT0.100 K and 10 mK forT0
,100 K. Therefore,

NET'25 mK for T05300 K;

NET'10 mK for T0530 K (13)

The thermal conductance (Gb) of the five beams has been cal-
culated from the measuredDTh and DTs according to Eq. 3~a!.
The measuredDTh is shown in the inset of Fig. 7 as a function of
I, and the calculatedGb is shown in Fig. 7. At 300 K,Gb is about
9.431028 W/K, in agreement with the value of 9.031028 W/K
that is obtained based on the geometry of the five beams as well as
the room temperature thermal conductivity values of SiNx and Pt
films, i.e.,kSiNx55.5 W/m-K andkPt570 W/m-K @16#. Therefore,
from Eqs. 7 and 13, the noise equivalent thermal conductance at
300 K is NEGs'131029 W/K for a temperature excursion
DTh2DTs52 K. At 30 K, Gb'331028 W/K, and NEGs'1.5
310210 W/K for the same temperature excursion. If only the four
acoustic phonon modes are filled up for a~10,10!SWCN at 30 K,
the maximum possible thermal conductance would beGSWCN

54g05433039.46310213 W/K5 1.1310210 W/K. This is in

Fig. 6 The resistance „Rs„IÄ0…… of the PRT as a function of
temperature

Fig. 7 Thermal conductance of the five beams supporting one
membrane of the microdevice as a function of temperature. In-
set: temperature rise in the heating membrane as a function of
the dc heating current at T0Ä54.95 K.
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the vicinity of the measurement sensitivity. To increase the signal
to noise ratio, two or more individual SWCNs can be grown be-
tween the two suspended membranes using the CVD method, or
an Nb doped Si resistance thermometer with a larger TCR@18#
can be used to replace the PRT.

Measurement Errors. One error source of the measurement
is due to heat transfer between the two membranes via radiation
and air conduction. The radiation thermal conductance can be es-
timated as

Gh2sIrad5s~Ts1Th!~Ts
21Th

2!Fh2sA (14)

whereFh2s and A are the view factor between the two adjacent
membranes and the surface area of one membrane, respectively. It
can be shown thatFh2sA'12mm2. Thus Gh2sIrad58310214

and 7310211 W/K at T530 K and 300 K, respectively. These
values are well below the measurement sensitivity.

The thermal conductance of air can be written asGh2sIair
5kaAeq /D, whereka is the thermal conductivity of the residual
air molecules in the evacuated cryostat,Aeq andD are the equiva-
lent surface area of the membrane and the distance between the
two membranes, respectively. For a vacuum pressure of 1
31025 Torr, the mean free path of air molecules is of the order of
1 m and is much larger thanD. Under such circumstance, accord-
ing to the kinetic theory,

ka5
CvD

3
and Gh2sIair5

CvAeq

3
(15)

whereC andv are the heat capacity and velocity of air molecules.
From Eq. 15, it can be estimated thatGh2sIair52310212 W/K at
T5300 K, well below the measurement sensitivity of 1
31029 W/K.

We have measured the thermal conductance due to air conduc-
tion and radiation at different temperatures using a bare device
without a nanostructure sample bridging the two membranes. No
signal above the noise level can be detected by the sensing PRT as
the temperature of the heating membrane is raised. The measure-
ment confirms that air conduction and radiation do not introduce
noticeable errors in our measurements.

A major error source in the measurement is the contact thermal
resistance (Gc

21). To decreaseGc
21, as discussed in the previous

section, one can deposit a small Pt or W pad on top of the sample-
electrode contact so that the sample is sandwiched between two
metal layers. Alternatively, amorphous carbon can be deposited on
the contact area using a SEM. Note that the contact area between
the sample and the electrode is proportional to the diameter of the
nanostructure sample; while the thermal conductance of the
sample is proportional to the square of the diameter. Therefore, as
a general trend, the ratio ofGc to Gn is larger as the diameter of
the sample becomes smaller. For this reason, the contact thermal
resistance causes a smaller error at nanoscale than at macroscale.

In a measurement of Si nanowires, we estimated the error in-
troduced by the contact thermal resistance. In that measurement,
amorphous carbon was deposited on the contact area. The conduc-
tance of one of the contacts can be expressed askcAc /da , where
kc is the thermal conductivity of the amorphous carbon;Ac is the
contact area and is of the order of 2prL c , whereLc is the length
of the carbon deposit~about 2mm!, and r is the radius of the
nanowire;da is the average distance between the nanowire surface
and Pt electrode, which is of the order ofr. Using kc
50.1 W/m-K, the lower limit of inorganic solid materials, and
kn547 W/m-K, the room temperature measurement value of a
100 nm diameter Si nanowire, we estimated thatGc /Gn56.8.
Hence, the two contacts together yielded an error less than 15
percent for the 100 nm Si nanowire. This error is expected to be
smaller for nanowires with a smaller diameter.

Nevertheless, it is desirable to quantify the contact thermal re-
sistanceGc . A conventional method is to measure a collection of
samples with the same diameter and different lengths. The contact

thermal resistance can be estimated from the length-dependence
of the sample thermal conductance (Gs) provided that thermal
conduction in the sample is diffusive.

Measurement Uncertainty. For the case whenDTh@DTs
the uncertainty of the measured thermal conductance of the
sample can be written as

d~Gs!

Gs
5

d~Q!

Q
1

d~DTs!

DTs
12

d~DTh!

DTh
(16)

whered(x) is the uncertainty inx. SinceDTh@DTs, the dominant
term in the left hand side of Eq. 16 isd(DTs)/DTs . With dRs(I
50)/dT obtained from Fig. 6 and considering a 1 percent gain
accuracy of the lock-in amplifier, we estimated from Eq. 4 that the
upper limit of d(DTs) is 36 mK. Further,DTs depends on
Gs /Gb . When measuring the 148 nm diameter SWCN bundle
shown in Fig. 3~c!, we increasedDTh up to 2 K. It was found that
Gs'0.2Gb at 300 K. Hence,DTs('DThGs /Gb) was as high as
0.4 K, anddGs /Gs'd(DTs)/DTs'9 percent at 300 K. At 30 K,
Gs'0.05Gb , so that DTs'0.1 K. This results in dGs /Gs
'd(DTs)/DTs'36 percent at 30 K. For the 10 nm diameter
SWCN bundle shown in Fig. 3~b!, we increasedDTh up to 6 K in
order to keep the uncertaintydGs /Gs below 36 percent and 57
percent at 300 K and 160 K, respectively. These uncertainty val-
ues, as summarized in Table 1, represent the upper bound because
they are estimated using the upper limit ofd(DTs).

To obtain the thermal conductivity, one needs to measure the
length and diameter of the sample. The length of the sample can
be measured using a SEM with a uncertainty of 10 nm. Thus, for
a 2mm long sample,d(L)/L50.5 percent. To obtain the diameter,
we used a tapping mode atomic force microscope to measure the
sample segment that is located on top of the Pt electrode. The
uncertainty of the diameter measurement was about 0.3 nm. For
the 10 nm~or 148 nm!diameter SWCN bundle, this introduces an
additional uncertainty of 6 percent~or 0.4 percent!to the calcu-
lated thermal conductivity. These uncertainty values are usually
smaller than that introduced by the uncertainty ofGs . However,
the calculated thermal conductivity~k! does not take into account
of the contact thermal resistance (Gc), and thus represents the
lower bound ofk.

Measurement Results and Discussion
Using the microdevice, a variety of nanostructure samples have

been measured. These include MWCNs@17#, SWCNs, nanowires
made of Si@19# and Bi2Te3 @20#, and SnO2 nanobelts@21#. It
exceeds the scope of this paper to include all the measurement
results. For appropriate nanostructures of interest, the readers are
referred to the appropriate papers cited in the reference section.

As an example, Figs. 8–10 show the measurement results of
thermal conductance, electrical conductance, and Seebeck coeffi-
cient of a 10 nm diameter and 4.2mm long SWCN bundle~see
Fig. 3~b!! and another 148 nm diameter, 2.66mm long SWCN
bundle~see Fig. 3~c!!. For the 148 nm diameter bundle, the ther-
mal conductance exhibits aT1.5 dependence between 20 K and
100 K. This is different from the quadratic temperature depen-
dence observed for individual MWCNs@17# as well as the linear
dependence observed by Hone et al. for a SWCN mat below 25
K. To verify the expected linear behavior expected for SWCNs at
low temperatures, we will need to measure individual SWCNs
grown by the CVD method in order to eliminate the influences

Table 1 Uncertainty of thermal conductance „Gs… data shown
in Fig. 8

Temperature~K! 300 160 30

148 nm diameter SWCN bundle 9% 14% 36%
10 nm diameter SWCN bundle 36% 57% ¯
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from phonon scattering at contacts between individual tubes in a
bundle. The inset to Fig. 8 shows the calculated thermal conduc-
tivity values of the two bundles, which are much lower than the
results that we previously obtained for an individual MWCN. We
have measured very high room-temperature thermal conductivity
of individual SWCNs grown by the CVD method~see Fig. 3~d!!,
and the measurement results will be reported elsewhere.

Figure 9 shows the measured electrical conductance of the two
SWCN bundles. For the 10 nm diameter bundle, the electrical
conductance shows a power law dependence ofT1.7 with tempera-
ture. On the other hand, the electrical conductance of the 148 nm
bundle can be fitted using two different power law dependences,
i.e., ;T1.5 below 60 K and;T above. These behaviors are dif-
ferent from those obtained by Bockrath et al.@22# and Yao et al.
@23#, where a singleT0.6 dependence was observed for smaller
metallic SWCN bundles in the range of 4–400 K. TheT0.6 be-
havior was thought to be caused by the tunneling resistance from
the metal electrodes to the nanotube according to the Luttinger-
Liquid model @22#. We expect that there are many defects and
contacts in the two relatively large bundles that we have mea-
sured. The electrical resistance is thus dominated by scattering
inside the bundle instead of tunneling from the metal contact into
the SWCN.

As discovered by Collins et al.@24#, the electrical conductance
and Seebeck coefficient of SWCN bundles are very sensitive to
oxygen exposure. Oxygen doping can result in enhanced electrical
conductance of semiconducting SWCNs and hole-type majority
carriers of a bundle, which usually consists of both metallic and
semiconducting SWCNs. The hole doping further results in posi-
tive values of Seebeck coefficient that are much larger than that of
a metal. As SWCN bundles were deoxygenated in high vacuum
(1026 to 1028 Torr), negative values of Seebeck coefficient with
smaller magnitudes than those of oxygenated samples were found
@24,25#.

Because large and positive values of Seebeck coefficient were
observed in our measurement, as shown in Fig. 10, it is possible
that the SWCN bundles were still oxygen doped, despite the fact
that they were kept in vacuum for a few hours before the mea-
surement. Note that Fig. 10 plots the difference in Seebeck coef-
ficient between the sample and the Pt electrode, i.e.,Ss2SPt . The
magnitude ofSPt is typically 5 mV/K at 300 K and decreases
linearly with temperature@26#, much smaller than the measure-
ment result ofSs2SPt . Thus,Ss2SPt'Ss .

For the 148 nm diameter bundle, the measured Seebeck coeffi-
cient shows linear temperature dependence in the temperature
range of 30–250 K, and saturates above 250 K. This bears some
similarity to the measurement result of oxygen-exposed SWCN
mats by Hone et al.@3#, where the saturation temperature was
about 100 K. The linear dependence, which is expected for a
metallic sample, is also observed for the 10 nm SWCN bundle in

Fig. 8 Thermal conductance of two SWCN bundles as a func-
tion of temperature. Inset: Thermal conductivity „k … as a func-
tion of temperature „T…. Solid and open circles represent the
measurement results of the 10 nm and the 148 nm diameter
SWCN bundle, respectively.

Fig. 9 Electrical conductance of two SWCN bundles as a func-
tion of temperature

Fig. 10 Seebeck coefficient of two SWCN bundles as a func-
tion of temperature

Fig. 11 Thermoelectric figure of merit „ZT… of two SWCN
bundles as a function of temperature

Journal of Heat Transfer OCTOBER 2003, Vol. 125 Õ 887

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the temperature range of 100 K to 250 K. In addition, the Seebeck
coefficient for this bundle also saturates above 250 K. However,
below 100 K, a power law dependence ofT2.6 is observed, indi-
cating a departure from the metallic behavior. These observations
will be analyzed elsewhere.

The thermoelectric figure of merit (ZT[S2/RG, whereS, R,
and G are Seebeck coefficient, electrical resistance, and thermal
conductance of the sample! is calculated from the measurement
results, and is plotted in Fig. 11. TheZT is small for the two
SWCN bundles.

Conclusions
We have batch-fabricated a microdevice for measuring the ther-

mal conductance, electrical conductance, and Seebeck coefficient
of one-dimensional nanostructures including nanotubes, nano-
wires, and nanobelts. The measurements are performed with the
sample placed in an evacuated liquid helium cryostat spanning a
temperature range of 4–400 K. The sensitivity in thermal conduc-
tance measurement is estimated to be on the order of 10210 and
1029 W/K at 30 and 300 K, respectively. Errors due to radiation
are estimated to be less than 8310214 and 7310211 W/K at 30 K
and 300 K, respectively; while conduction through residual gas
molecules contributes to less than 2310212 W/K at 300 K. The
TCR of the PRT becomes smaller at temperatures below 30 K. To
reduce the measurement uncertainty at low temperatures, one
needs to use other high-TCR materials such as Nb doped Si to
replace the PRT.

The measurement results of a 10 nm and a 148 nm-SWCN
bundle are presented. Due to phonon scattering at many defects
and contacts in the bundles, the observed thermal conductivity is
low compared to that of an individual MWCN. For the 148 nm
bundle, the thermal conductivity exhibits aT1.5 in the temperature
range of 20–100 K. To verify the expected linear temperature
dependence of the thermal conductance of SWCNs at low tem-
peratures, we will need to measure individual SWCNs grown by
the CVD method in order to eliminate the influences from phonon
scattering at contacts between individual tubes in a bundle.
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Nomenclature

A 5 area@m2#
C 5 specific heat@J/K-m3#
D 5 distance between the two membranes@m#
G 5 thermal conductance@W/K#

I, i 5 current@A#
k 5 thermal conductivity@W/m-K#
L 5 length @m#
Q 5 heat@W#
R 5 differential electrical resistance@V#
S 5 Seebeck coefficient@V/K#
T 5 temperature@K#

V, v 5 voltage@V#
s 5 Stefan-Boltzmann’s constant@W/m2-K4#

Subscripts

a 5 air
0 5 environment

b 5 beam
c 5 contact

eq 5 equivalent
h 5 heating membrane
L 5 Pt lead
n 5 nanostructure sample
s 5 sensing membrane
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Fully-Developed Thermal
Transport in Combined Pressure
and Electro-Osmotically Driven
Flow in Microchannels
Thermally fully-developed heat transfer has been analyzed for combined electro-osmotic
and pressure driven flow in a circular microtube. The two classical thermal boundary
conditions of constant wall heat flux and constant wall temperature were considered. Such
a flow is established by the combination of an imposed pressure gradient and voltage
potential gradient along the length of the tube. The induced flow rate and velocity profile
are functions of the imposed potential gradient, electro-osmotic mobility of the fluid, the
ratio of the duct radius to the Debye length, the established streamwise pressure gradient,
and the fluid viscosity. The imposed voltage gradient results in Joule heating in the fluid,
with an associated distributed volumetric source of energy. For this scenario, the solution
for the fully developed, dimensionless temperature profile and corresponding Nusselt
number have been determined. The fully-developed Nusselt number is found to depend on
the duct radius/Debye length ratio (termed the relative duct radius), the dimensionless
volumetric source, and a dimensionless parameter that characterizes the relative
strengths of the two driving mechanisms. This parameter can take on both positive and
negative values, depending on the signs of the streamwise voltage and pressure gradients
imposed. Analytical results are presented and discussed for a range of the governing
dimensionless parameters.@DOI: 10.1115/1.1597624#

Keywords: Channel Flow, Convection, Heat Transfer, Laminar, Microscale

Introduction
Transport phenomena have recently found importance in novel

technologies in micropower generation, chemical separation pro-
cesses, cell analysis instrumentation, and other biomedical diag-
nostic techniques. At the microscale, where channel cross-sections
are of the order of 100mm, generating fluid motion is a formi-
dable challenge. Conventional pressure driven flow technology at
these physical scales requires significant pressures. Whereas mi-
cropumps capable of delivering such pressures are available
@1–3#, their manufacture and maintenance are difficult@1#, and
they lack the precise control that is often needed in such microf-
luidic applications@4#. Electro-osmotically generated flow pre-
sents a viable alternative to pressure driven flow in liquid delivery
systems, featuring better flow control and no moving parts. Sev-
eral previous studies have reported on successful demonstration of
electro-osmotic pumping systems@5–8#.

Electro-osmosis is the bulk movement of liquid relative to a
stationary surface due to an externally applied electric field, and
was first observed and reported by Reuss nearly two centuries ago
@9#. The physics of this unique flow phenomenon have been de-
scribed in detail previously@10,11#. The resulting electro-osmotic
flow velocity distribution is a function of the ratio of the capillary
radius to the Debye length, where the Debye length characterizes
the penetration of non-neutral charge into the fluid medium@10#.
When the capillary radius is much greater than the Debye length,
the resulting velocity profile is nearly uniform~characterized by
slug flow!. At the other extreme, when the capillary radius is of
the same order as the Debye length, the flow exhibits a velocity
distribution more nearly like that of classical pressure driven flow.

The liquid flow rates induced by electro-osmotic potentials are

typically small, with average velocities of the order of a few
mm/s. Therefore, even small pressure differences imposed along a
microtube may result in velocity distributions and corresponding
flow rates that depart from the purely electro-osmotic case. While
it may not be likely that combined pressure and electro-osmotic
forces would be intentionally imposed, pressure differences may
result if one reservoir becomes pressurized as a result of the
pumping or due to some other means, or if variations in the wall
zeta potential exist@12,13#. When both electro-osmotic and tradi-
tional pressure forces are present, the resulting velocity profile is
the superimposed effect of both phenomena@10#. It should further
be noted that the pressure force may either assist or oppose the
electro-osmotic driving force, depending on the relative signs of
the applied pressure gradient and voltage gradient.

Since the fluid dynamics of combined pressure and electro-
osmotically generated flow are significantly different from either
traditional pressure driven flow or purely electro-osmotically in-
duced flow, the thermal transport dynamics are expected to be
quite different as well. Two elements of this combined flow sce-
nario result in departure from traditional pressure driven flow heat
transfer.

1. The velocity profile in the tube will be a strong function of
the relative strengths of the pressure driven and electro-
osmotically driven character of the flow, and is dependent on
the capillary radius-to-Debye length ratio. The resulting ve-
locity profile in the tube will influence the temperature dis-
tribution and resulting heat transfer.

2. The applied voltage gradient and its induced electric current
establishes Joule heating in the fluid, resulting in a volumet-
ric energy generation therein. The magnitude of the thermal
energy source has significant influence on the temperature
distribution and heat transfer.

Due to the small physical scale of microtubes with typical di-
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ameters of the order of 100mm, the hydrodynamic and thermal
entrance regions are expected to be only a few millimeters in
length. Therefore, fully developed flow may prevail over the ma-
jority of the tube length in a given microfluidic application. An
understanding of the thermal transport characteristics for such
fully developed flows is therefore needed, and is the objective of
this work.

Classical fully developed pressure driven flow and heat transfer
are well understood, and analytical treatments can be found in any
undergraduate heat transfer text. Several analytical studies have
appeared in the literature describing the hydrodynamics of fully
developed electro-osmotic flow through circular and rectangular
channels@14–16#. More recent hydrodynamic studies have ex-
plored the effects of streamwise gradients in the electrical conduc-
tivity @17#, and variations in the wall zeta potential@12,13#on the
velocity field. Additionally, some experimental studies have re-
ported on velocity profile measurements associated with electro-
osmotic flows in circular and rectangular channels@18–21#.

With regards to characterization of the convection heat transfer
associated with electro-osmotic flow, relatively little prior work
has appeared in the literature. Li et al. have explored electroki-
netic effects induced in a pressure driven flow on the frictional
and heat transfer characteristics for both round and rectangular
microchannels@22,23#. They report that the resulting induced
electrokinetic potential results in a reduced flow rate, a greater
friction factor, and a reduced Nusselt number from the classical
laminar pressure driven flow scenario. There exists also some re-
lated early work exploring the effect of volumetric energy dissi-
pation on thermal development in channels under pressure driven
flow conditions@24#. In a recent study the convective heat trans-
port characteristics for purely electro-osmotically driven, fully de-
veloped flow, with its unique combination of complex velocity
distribution and fluid Joule heating, was presented@25#. These
results show that the Nusselt number is strongly dependent on the
magnitude of the volumetric generation, and the ratio of the tube
or channel diameter to the Debye length. However, there appear to
be no studies reported in the literature treating convective heat
transfer for combined pressure and electro-osmotically driven
flow. This study presents solutions for thermally~and hydrody-
namically! fully developed combined flow in circular tubes for
constant wall heat flux and constant wall temperature boundary
conditions. The heat transfer behavior is investigated parametri-
cally for a range of problem scenarios relevant to combined pres-
sure and electro-osmotic flow in microtubes.

Analysis
Consider fully developed flow of an incompressible fluid with

constant thermophysical properties in a circular microtube of ra-
dius a induced by combined pressure and voltage potential gradi-
ents. The limiting case of low wall potentials is considered here
where the Debye-Hu¨ckel linearization is applicable@11#. If one
defines a dimensionless radial coordinate asR5r /a, and a duct
relative radius~ratio of tube radius to Debye length! asZ5a/l,
the normalized steady, fully developed velocity distribution can be
expressed as@10#

U~R!512
I 0~ZR!

I 0~Z!
1G~12R2! (1)

where U5u/ueo , and ueo is the maximum possible electro-
osmotic velocity for a given applied potential field, given by
(2«z/m)dF/dx. F is the applied voltage potential field, and the
grouping«z/m is often termed the electro-osmotic mobility,meo ,
of the liquid @15#. The propertiesm, «, and z are the viscosity,
dielectric constant, and wall zeta potential, respectively. In gen-
eral, these properties can be temperature dependent and for situa-
tions where significant variation exists, the momentum and energy
equations are coupled and simultaneous solution of both equations
using a numerical approach is requisite. However, for the sake of
generality the present analysis focuses on the limiting case of

constant properties, where the momentum and energy equations
are uncoupled. This case provides a baseline from which flows
with highly variable properties will deviate, depending on the de-
gree of variability experienced. The parameterG in Eq. ~1! is the
ratio of pressure to electro-osmotic driving forces,G5(a2/4«z)
3@(dp/dx)/(dF/dx)#. For constant fluid propertiesG is also
constant provided (dp/dx)/(dF/dx) is invariant as well, which is
the scenario considered here. The fluid normalized average veloc-
ity, defined asŪ5ū/ueo whereū is the average fluid velocity, is
determined by integration of Eq.~1! over the tube cross-sectional
area, which yields

Ū511
G

2
2

2I 1~Z!

ZI0~Z!
(2)

For G→`, pressure forces dominate the momentum transport
~for any value ofZ!, and a classical laminar Poiseuille flow para-
bolic profile is recovered from Eq.~1!. ForG→0, the momentum
transport is dominated by electro-osmotic forces, and the velocity
profile is governed solely by the relative duct radiusZ. For Z
→` ~and G50!, Eq. ~1! reduces to the classical Helmoltz-
Smoluchowski equationu/ueo51 @10#. For situations where the
pressure force opposes the electro-osmotic force~G,0!, regions
of both negative and positive velocity may occur in the tube.
Negative velocities arise first on the tube centerline, and are found
when G,@1/I0(Z)21#. This criterion results only whenG is
negative, with a magnitude such that the opposing pressure force
results in retardation of, and ultimately reverse flow in the tube
core, while electro-osmosis drives positive velocities near the tube
wall. This relation reveals that the value ofG for which negative
flow occurs decreases from a value ofG520.21 atZ51 to an
asymptotic value of21 at largeZ, reaching a value ofG520.99
at Z56. Of course, for2G→`, pressure driven flow in the re-
verse direction dominates.

Thermal Transport—Constant Wall Heat Flux
Consider steady, hydrodynamically fully developed transport in

a circular tube with constant thermophysical properties and uni-
form volumetric energy generation. Under these conditions, with
an imposed constant wall heat flux,qw9 , the energy equation and
associated boundary conditions are

u

a

]T

]x
5

]2T

]x2
1

1

r

]

]r S r
]T

]r D1
s

k
(3)

]T

]r U
r 50

50 and k
]T

]r U
r 5a

5qw9 (4)

T is the local temperature,a andk are the fluid thermal diffusivity
and conductivity, ands is the volumetric generation due to the
combined effect of resistance heating arising from the applied
potential gradient and viscous heating.

The local volumetric source consists of Joule and viscous heat-
ing components and has a magnitudes5 i e

2s1m(]u/]r )2. The
term i e is the so-called conduction current density~Amps/m2!
established by the applied potential@11#, s is the liquid electrical
resistivity ~V-m!, and ]u/]r is the gradient of the streamwise
velocity. For low zeta potentials the conduction current is essen-
tially uniform across the tube cross section@14,16#. However, the
viscous heating is dependent on the radial coordinate. For small
values ofZ large velocity gradients do not exist and viscous dis-
sipation is not expected to be significant. However, as the capil-
lary radius-to-Debye length ratio exceeds 100, although the veloc-
ity across much of the tube is uniform with essentially no velocity
gradient, a large velocity gradient exists near the tube wall. Volu-
metric generation due to viscous dissipation for such flows may be
significant, but its relative influence depends on the magnitudes of
the imposed heat flux and Joule heating, the tube radius-to-Debye-
length ratio, the fluid properties, and the physical size of the cap-
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illary of interest. An order-of-magnitude analysis suggests that the
total energy added to the fluid per capillary length is of the order
m(ueo /de)

2pal wherede is the characteristic length over which
a velocity gradient exists. ForZ→`, de is of the same order as
the Debye length,l, whereas for small values ofZ it is of the
order of the capillary radiusa. The total energy added to the fluid
per capillary length due to Joule heating is (i e

2s)pa2. Recall that
ueo5(meo)dF/dx, and by use of Ohm’s lawi e5(dF/dx)/s.
Thus, the ratio of Joule heating to viscous heating is of the order
(al)/(msmeo

2 ). For distilled water at standard conditions, this
ratio will be approximately 43103 for a 100mm diameter capil-
lary @13#. Consequently, for the present analysis, we neglect the
viscous heating contribution, and consider only the limiting case
of uniform volumetric generation due to the conduction current,
s' i e

2s.
The classical definition of a thermally fully developed flow re-

quires that the ratio (T2Tw)/(Tm2Tw) be invariant withx @26#,
whereTw and Tm are the local wall and fluid mixed-mean tem-
peratures, respectively. Under an imposed constant heat flux
boundary condition (qw9 5constant), this requires]T/]x
5dTm /dx5constant, and]2T/]x250. Furthermore, an overall
energy balance on the fluid yields

dTm

dx
5

2qw9 1sa

rūacp
(5)

In Eq. ~5! above,r andcp are the fluid density and specific heat,
respectively. Substituting Eq.~5! into Eq. ~3! and introducing the
dimensionless temperatureu5(T2Tm)/(qw9 a/k), yields the non-
dimensional energy equation and boundary conditions for uniform
wall heat flux

1

R

]

]R S R
]u

]RD12FS2~11S!
U~R!

Ū G50 (6)

]u

]RU
R50

50 and
]u

]RU
R51

51 (7)

The dimensionless volumetric source is defined asS5sa/2qw9 ,
and the dimensionless local and mean velocities,U and Ū, were
defined previously.

Equation~6! may be integrated subject to its boundary condi-
tions, Eq.~7!, yielding an expression for the fully developed tem-
perature distribution in the tube as an implicit function of the
unknown Nusselt number

u~R!5
2

Nu
22S f~R!1

2~S11!

Ū
g~R! (8)

where 2/Nu is the as-yet unknown tube wall temperature,uw , and
the functionsf (R) andg(R) are given as

f ~R!5
R221

4
(9a)

and

g~R!5 f ~R!1
1

Z2 F12
I 0~ZR!

I 0~Z! G1GS R4

16
2

R2

4
1

3

16D (9b)

Closure in the solution of Eq.~8! comes from the definition of the
dimensionless mean temperature,

2

Ū
E

0

1

U~R!u~R!RdR50 (10)

Substituting the normalized velocityU(R) from Eq. ~1! ~for a
particular value ofZ andG!, and the temperatureu(R) from Eq.
~8!, the integral of Eq.~10! may be evaluated, yielding the un-
known Nusselt number Nu:

Nu5
Ū2/2

SŪ*0
1f ~R!U~R!RdR2~S11!*0

1g~R!U~R!RdR
(11)

In practice, the integrations of Eqs.~10! and~11! were carried out
numerically using the trapezoidal rule for a specifiedS,Z, andG.
A nonuniform grid with 1000 node points was employed in the
integration, with cell clustering near the walls where the velocity
gradients were the greatest. A grid size study was conducted for
combined flow conditions yielding the largest velocity gradient
(Z5500, G521!, and the results indicate only 0.7% change in
predicted Nusselt number when the number of node points was
decreased to 200. Further, the numerical integration was validated
by comparison with the classical solutions for no volumetric heat-
ing (S50): Poiseuille flow~G→`! with no volumetric heating
(S50) yields Nu54.36; slug flow~G50, Z→`) yields Nu58.0
@26#. The numerical integration agreed with the exact solutions to
within 0.1%.

Thermal Transport—Constant Wall Temperature
The differential equation governing thermal transport with uni-

form wall temperature is identical to that for the imposed constant
wall heat flux, Eq.~3!. However, the boundary condition at the
tube wall is T(r 5a)5Tw . For constant wall temperature the
asymptotic condition at a point downstream occurs when all en-
ergy generated volumetrically by Joule heating in the fluid is dis-
sipated convectively at the channel wall~resulting in fluid cooling
with qw9 ,0). The energy balance of Eq.~5! thus yieldsdTm /dx
50, corresponding to the conditionsS5sa/2qw9 521. This situa-
tion is similar to fully developed Poiseuille flow in a tube with
imposed constant wall temperature and viscous dissipation, stud-
ied by Ou and Cheng@27#, where all viscous heating was dissi-
pated by wall convection with an axially constant mean fluid tem-
perature exceeding the wall temperature. Since the volumetric
energy generation in the fluid is assumed independent of axial
position in the channel, an overall energy balance requires that
there be axially uniform cooling of the fluid. Thus, for an imposed
constant wall temperature with volumetric heating in the fluid, the
asymptotic condition requires also a constant~negative!wall heat
flux. The solution for the fully developed temperature and Nusselt
number for theTw5constant thermal boundary condition is there-
fore identical to the constant wall flux solution, Eqs.~8!–~11!,
with S521. Note that the terms which vanish in Eq.~6! are those
associated withdTm /dx. In other words for the scenario pre-
sented here, the fully developed constant wall temperature case is
also a constant wall flux solution.

The solution for the fully developed temperature distribution
and corresponding Nusselt number for constant imposed channel
wall temperature may be found by integrating Eq.~6! analytically
for the casedTm /dx50 to determine the temperature distribution.
The resulting solution for the Nusselt number is identical to the
solution for the constant wall heat flux boundary condition with
S521, requiring that fluid convective cooling at the wall be bal-
anced by the volumetric generation. These solutions are not re-
peated here, since they may be derived from Eqs.~8! and~11! by
specifyingS521.

The dependence of normalized temperature profiles and Nusselt
number onS,Z, andG will be explored over their relevant ranges
in sections to follow, where for the present paper only velocity
profiles exhibiting no negative~reverse!flow are considered.
Thermal boundary conditions departing from the constant wall
heat flux or constant wall temperature conditions discussed will
result in Nusselt number behavior that is bounded by that pre-
dicted for these two limiting case boundary conditions.

Results and Discussion
At this point an examination of the relevant range of the dimen-

sionless sourceS is warranted. Recall the definition of the source
S5sa/2qw9 , or S5a(dF/dx)2/2sqw9 . A reasonable upper limit
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on the applied potential gradientdF/dx is 105 V/m, and the elec-
trical resistivity of distilled water represents an approximate upper
bound of s5104 V-m. The wall heat flux may vary between
large values~for applied heating! to nearly adiabatic conditions.
Free convection to a microtube with a 1 cm thick insulating layer
and a 10°C temperature difference yields a lower bound on the
imposed heat flux to beqw9 53 W/m2. Thus, with a representative
microtube radiusa550mm, the maximum dimensionless source
S is of order 10. Lower positive values ofSwould result for finite
wall heating.

Figures 1, 2, and 3, respectively, illustrate the fully developed
normalized temperature distribution in the duct for values ofG50
~purely electro-osmotic flow!, G51 ~pressure-assisted flow!, and
G521 ~pressure-opposed flow! for values ofZ spanning the range
1 to 500.~The parameter combinationG521, Z51 yields nega-
tive tube core velocities as shown by the reverse flow criterion
discussed previously, so only two values ofZ are shown for this
case.!Each panel shows temperature profiles for five values of the
dimensionless sourceS ~21, 0, 1, 5, and 10!. RecallS521 cor-
responds to the constant wall temperature scenario~with fluid
cooling!.

The normalized velocity profiles are also shown in Figs. 1–3.
The velocity profiles show that for purely electro-osmotic flow
~G50 in Figs. 1~a–c!!, as Zis increased from a value of unity to
a value of 500, the velocity profile changes from a near-Poiseuille
flow distribution to a near-slug flow. The corresponding dimen-
sionless temperature profiles forG50 show a dependence on
sourceS, with increasingSyielding greater variation inu over the
tube cross-section. The dependence of temperature onS dimin-
ishes with increasingZ; for Z5500 ~Fig. 1~c!!, temperature pro-
files for all magnitudes ofS are nearly identical. Indeed, for slug
flow (Z→`), U(R)/Ū51, and Eq.~6! shows that the normalized

temperature is independent of source magnitude. For this case of
purely electro-osmotic flow, the maximum dimensionless tem-
perature always occurs at the wall,R51, and for finiteZ, the wall
temperature magnitude increases with increasingS. Also, for a

Fig. 3 Fully developed temperature and velocity distributions
for pressure opposed flow „GÄÀ1…, two relative duct radii, and
five values of S

Fig. 1 Fully developed temperature and velocity distributions
for purely electro-osmotic flow „GÄ0…, three relative duct radii,
and five values of S

Fig. 2 Fully developed temperature and velocity distributions
for pressure assisted flow „GÄ1…, three relative duct radii, and
five values of S
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uniform surface heating, the wall temperature gradient,
]u/]RuR51 , is constant~as can be observed in the temperature
profiles for all cases in this study!. Since the fully developed
Nusselt number is inversely proportional to the normalized wall
temperature (Nu52/uR51), increasingS yields lower Nusselt
number.

For the pressure-assisted flow scenario~G51! illustrated in
Figs. 2~a–c!, the velocity profiles exhibit flow qualitatively simi-
lar to classical pressure-driven tube flow except forZ5500, for
which a very thin hydrodynamic boundary layer is observed at the
tube wall due to the electro-osmotic body force in that region. The
maximum velocity in the tube always occurs at the centerline,R
50. The temperature profiles show that, unlike the purely electro-
osmotic flow case of Fig. 1, for combined electro-osmotic and
pressure-assisted flow the normalized temperature is a function of
S for all values ofZ. Interestingly, forZ51 andG51 the velocity
distribution is quite similar to itsG50 counterpart, as are the
corresponding temperature profiles. AsZ increases, however, the
velocity profiles for the purely electro-osmotic and the combined
pressure-assisted cases are quite different due to the additive ef-
fect of both fluid driving mechanisms. Consequently, the tempera-
ture profiles exhibit greater variation between tube centerline and
wall extremes. These differences are more pronounced forZ
→`.

Hydrodynamic behavior for combined, pressure-opposed flow,
illustrated in Figs. 3~a,b!, is radically different from either of the
two cases previously discussed. Recall that forG521 ~at largeZ!,
the pressure opposing the electro-osmotic driving force is suffi-
ciently high to yield vanishing centerline velocity, according to
Eq. ~1!. Thus, while a thin hydrodynamic boundary layer contin-
ues to exist at the wall for this pressure-opposed case, the maxi-
mum velocity is found near the wall rather than at the tube cen-
terline, and a nearly stagnant central core exists. Further, the
velocity gradient at the tube wall increases with increasingZ. AsZ
decreases, so also does the maximum velocity, and the position of
the maximum is shifted slightly toward the duct centerline. Nor-
malized temperature profiles for this pressure-opposed condition
also exhibit behavior radically different from theG50 andG51
cases. ForS50, u is approximately constant over much of the
duct cross-section, rising to a maximum at the wall, regardless of
the magnitude ofZ. For positive values ofS, the temperature
profiles exhibit a local minimum. Further, for increasingS the
maximum dimensionless temperature occurs at the duct centerline
rather than the wall. Thus, the nearly stagnant core can reach
temperatures significantly higher than at the wall. The implication
is that the dimensional mean temperature,Tm , may exceed the
wall temperature,Tw . Thus, the predicted dimensionless wall
temperatures for sufficiently largeSmay be negative, and the heat
transfer coefficient as classically defined will also be negative.
This unusual behavior is more pronounced for increasing values
of Z. Another interesting implication is that for some unique value
of S ~dependent onG and Z!, the fully developed dimensional
mean and wall temperatures may be identical. Consequently, for
the uniform wall heating boundary considered here, Nu→`.

Figures 4~a–c! show, respectively, the fully developed Nusselt
number as a function ofG for 1<Z<500 forS50 ~limiting case
of no volumetric heating!, S51, andS521. The minimum value
of G plotted for a specifiedZ corresponds to that value ofG which
results in a negative core flow condition~i.e., Gmin5@1/I0(Z)
21#). Generally speaking, the Nusselt number is a maximum at
Gmin , and it is in this range ofG that Nu is most strongly depen-
dent onZ. The Nusselt number increases with increasing relative
duct radiusZ for a given value ofG. As G→`, pressure forces
dominate, and the Nusselt number decreases asymptotically to the
respective Poiseuille flow limits Nu54.36 for no volumetric heat-
ing, S50, Nu53.43 forS51, and Nu56.0 forS521. The Nus-
selt number for pressure-opposed flow may reach a magnitude
nearly six times that for the purely pressure-driven flow limit. The
maximum in Nusselt number, occurring atG521, results from

the decreasing dimensional mean temperature due to the stagnat-
ing core flow, as seen qualitatively in Fig. 3. It is also interesting
to note that for the same magnitude of wall heat fluxuSu51,
the Nusselt number for the constant wall temperature scenario
(S521, fluid cooling!is nearly double that for the constant heat
flux boundary condition (S51, fluid heating!.

The fully developed Nusselt number is plotted versusG for S
510 and a range ofZ in Fig. 5. For this value ofS the asymptotic
Nusselt number at largeG is 1.17. At moderate values ofZ the
maximum Nusselt number occurs at the minimum allowable value
of G. However, asZ increases the Nusselt number exhibits a sin-
gularity wherein Nu→6 àt a critical~negative!value ofG. ForG
less than this critical value the Nusselt number, as classically de-
fined, is negative. As illustrated previously in Fig. 3, this occurs
when the volumetric source is sufficiently high to cause tempera-
tures in the stagnant core~for G,0! to exceed the wall tempera-
ture, with the resulting dimensional mean temperature exceeding
the wall temperature. In general, this critical value ofG is a func-
tion of bothZ andS, and occurs principally for larger magnitudes
of both parameters. Further, for a fixed value ofS, the critical
value ofG which yields this singularity in Nu shifts toward21 as
Z decreases, and the singularity vanishes for sufficiently smallZ.

Presented in Fig. 6 are fully developed Nusselt number predic-
tions as a function ofS at Z5500 for a range ofG corresponding
to pressure-assisted flow. Predictions are shown forSvalues rang-
ing from 0.1 to 100 to fully illustrate the behavior, although values
of S.10 are not likely. Also tabulated in the figure are fully
developed Nusselt numbers corresponding to each value ofZ for
the constant wall temperature solution, denoted NuS521 . Predic-
tions for other values ofZ ~not shown!reveal that the qualitative
Nusselt number behavior shown in Fig. 6 is similar for allZ,
differing primarily in magnitude. AsS→`, Nu→0 for all G. This

Fig. 4 Fully developed Nusselt number variation as a function
of G for five relative duct radii and dimensionless source mag-
nitudes of À1, 0, and 1.
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may be explained by examination of the definition of the dimen-
sionless source, which reveals that the scenario described byS
→` is equivalent to vanishingly small imposed wall heat flux.
Previous work by Tyagi et al. has described the Nusselt number
dependence onS for purely pressure-driven flow@28#. Predictions
carried out here forG→` are identical to these previously re-
ported data. AsG decreases such that the electro-osmotic driving
potential becomes more significant, the Nusselt number increases.
Note that the constant wall temperature boundary condition (S
521) yields the maximum Nusselt number for a given value of
G in pressure-assisted flow.

The Nusselt number singularity observed in Fig. 5 is further
explored in Fig. 7, where Nu is plotted as a function ofS for Z
5500 and three values ofG ~21, 20.5, and 1!. Again the magni-
tudes for theS521 scenario are shown. ForG,0 the predicted
Nusselt number magnitudes for the constant wall temperature con-
dition are smaller than the condition of uniform fluid heating. This
is of course in contrast to the behavior noted in the preceeding
paragraph. The figure further illustrates that, defined in the classi-

cal fashion, the Nusselt number may exhibit singular behavior and
take on negative values for combined electro-osmotic and
pressure-opposed flow. Figure 7 shows that this singularity in Nu
occurs at largerS as G increases, and vanishes completely for
G.0.

Conclusions
Thermally fully developed, heat transfer has been analyzed for

combined electro-osmotic and pressure driven flow in a circular
microtube. The two classical boundary conditions of constant heat
flux and constant wall temperature were explored. The fully de-
veloped Nusselt number has been found to depend on the relative
duct radius, the dimensionless volumetric source, and the dimen-
sionless ratio of driving potentials,G. This ratio can take on both
positive and negative values, depending on the signs of the
streamwise voltage and pressure gradients imposed. For negative
values ofG, the velocity distribution exhibits a slow-moving cen-
tral core with an accompanying local minimum at the duct cen-
terline. WhenGmin,G,0, the Nusselt number as traditionally de-
fined may be negative under certain conditions~dependent on the
magnitudes ofG, S, andZ!. This occurs when the source is large
enough that the mixed-mean temperature exceeds the wall tem-
perature. In general, the Nusselt number decreases for increasing
S and decreasingZ.

Nomenclature

a 5 tube radius
cp 5 fluid specific heat
h 5 convective heat transfer coefficient
i e 5 conduction current density
k 5 thermal conductivity

Nu 5 Nusselt number (2ha/k)
p 5 static pressure
r 5 radial coordinate
R 5 normalized radial coordinate (r /a)

qw9 5 wall heat flux
s 5 volumetric energy generation
S 5 normalized energy generation (sa/2qw9 )
T 5 absolute temperature

Tm 5 mixed mean temperature
Tw 5 channel wall temperature

u 5 local fluid velocity
ueo 5 maximum possible electro-osmotic velocity

Fig. 5 Fully developed Nusselt number as a function of G for a
dimensionless source of 10 and four relative duct radii

Fig. 6 Fully developed Nusselt number as a function of S for
large relative duct radius „ZÄ500… and five values of GÐ0. Cor-
responding Nusselt numbers for the constant wall temperature
scenario „SÄÀ1… are also shown

Fig. 7 Fully developed Nusselt number as a function of S for
large relative duct radius „ZÄ500… with GÄÀ1, À0.5, and 1. Cor-
responding Nusselt numbers for the constant wall temperature
scenario „SÄÀ1… are also shown.
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ū 5 average velocity
U 5 normalized local velocity (u/ueo)
Ū 5 ratio of mean velocity to maximum electro-osmotic

velocity (ū/ueo)
x 5 streamwise coordinate
Z 5 ratio of capillary radius to Debye length (a/l)

Greek Symbols

a 5 thermal diffusivity
« 5 fluid dielectric constant
F 5 applied potential field
G 5 ratio of pressure to electro-osmotic driving force

(a2/4«z)@(dp/dx)/(dF/dx)#
l 5 Debye length
m 5 absolute viscosity

meo 5 electro-osmotic mobility~«z/m!
n 5 kinematic viscosity
r 5 fluid density
s 5 liquid electrical resistivity
u 5 normalized temperature

uw 5 normalized wall temperature
z 5 wall zeta potential

References
@1# Gravensen, P., Branebjerg, J., and Jensen, O. S., 1993, ‘‘Microfluidics—A

Review,’’ J. Micromech. Microeng.,3, pp. 168–182.
@2# Shoji, S., Nakagawa, S., and Esashi, M., 1990, ‘‘Micropump and Sample In-

jector for Integrated Chemical Analysis Systems,’’ Sens. Actuators,21, pp.
189–1192.

@3# van der Schoot, B. H., van den Berg, A., Jeanneret, S., and de Rooij, N. F.,
1991, ‘‘A Miniaturized Chemical Analysis System Using Two Silicon Micro
Pumps,’’Transducers ‘91, Proceedings of the 1991 Int. Conference on Solid
State Sensors and Actuators, IEEE, Piscataway, NJ, pp. 789–791.

@4# Bousse, L., Cohen, C., Nikiforov, T., Chow, A., Kopf-Sill, A. R., Dubrow, R.,
and Parce, J. W., 2000, ‘‘Electrokinetically Controlled Microfluidic Analysis
Systems,’’ Annu. Rev. Biophys. Biomol. Struct.,29, pp. 155–181.

@5# Arulanandam, S., and Li, D., 2000, ‘‘Liquid Transport in Rectangular Micro-
channels by Electroosmotic Pumping,’’ Colloids Surf.,161, pp. 29–102.

@6# Culbertson, C. T., Ramsey, R. S., and Ramsey, J. M., 2000, ‘‘Electro-
osmotically Induced Hydraulic Pumping on Microchips: Differential Ion
Transport,’’ Anal. Chem.,72, pp. 2285–2291.

@7# Dasgupta, P. K., and Shaorong, L., 1994, ‘‘Electroosmosis: A Reliable Fluid
Propulsion System for Flow Injection Analysis,’’ Anal. Chem.,66, pp. 1792–
1798.

@8# Polson, N. A., and Hayes, M. A., 2000, ‘‘Electro-Osmotic Flow Control of
Fluids on a Capillary Electrophoresis Microdevice Using an Applied External
Voltage,’’ Anal. Chem.,72, pp. 1088–1092.

@9# Reuss, F. F., 1809, ‘‘Charge-Induced Flow,’’Proceedings of the Imperial So-
ciety of Naturalists of Moscow, 3, pp. 327–344.

@10# Probstein, R. F., 1994,Physicochemical Hydrodynamics, 2nd ed., Wiley, New
York.

@11# Rice, C. L., and Whitehead, R., 1965, ‘‘Electrokinetic Flow in a Narrow Cy-
lindrical Capillary,’’ J. Phys. Chem.,69, pp. 4017–4024.

@12# Ren, L., and Li, D., 2001, ‘‘Electroosmotic Flow in Hetrogeneous Microchan-
nels,’’ J. Colloid Interface Sci.,243, pp. 255–261.

@13# Gleeson, J. P., 2002, ‘‘Electroosmotic Flows With Random Zeta Potential,’’ J.
Colloid Interface Sci.,249, pp. 217–226.

@14# Hunter, R. J., 1981,Zeta Potential in Colloid Science, Academic Press, Lon-
don.

@15# Valko, T. E., Siren, H., and Riekkola, M., 1999, ‘‘Characteristics of Electro-
Osmotic Flow in Capillary Electropheresis in Water and in Organic Solvents
Without Added Ionic Species,’’ J. Microcolumn Sep.,11, pp. 199–208.

@16# Burgreen, D., and Nakache, F. R., 1964, ‘‘Electrokinetic Flow in Ultrafine
Capillary Slits,’’ J. Phys. Chem.,68, pp. 1084–1091.

@17# Sounart, T. L., and Baygents, J. C., 2001, ‘‘Electrically-Driven Fluid Motion in
Channels With Streamwise Gradients of the Electrical Conductivity,’’ Colloids
Surf., A, 95, pp. 59–75.

@18# Paul, P. H., Garguilo, M. G., and Rakestraw, D. J., 1998, ‘‘Imaging of Pressure
and Electrokinetically Driven Flows Through Open Capillaries,’’ Anal. Chem.,
70, pp. 2459–2467.

@19# Taylor, J. A., and Yeung, E. S., 1993, ‘‘Imaging of Hydrodynamic and Elec-
trokinetic Flow Profiles in Capillaries,’’ Anal. Chem.,65, pp. 2928–2932.

@20# Ross, D., Johnson, T. J., and Locascio, L. E., 2001, ‘‘Imaging of Electro-
Osmotic Flow in Plastic Microchannels,’’ Anal. Chem.,73, pp. 2509–2515.

@21# Cummings, E. B., 1999, ‘‘PIV Measurement of Electro-Osmotic and Pressure
Driven Flow Components in Microfluidic Systems,’’Microelectromechanical
Systems (MEMS), MEMS-Vol. 1, ASME, New York, pp. 377–382.

@22# Yang, C., Li, D., and Masliyah, J. H., 1998, ‘‘Modeling Forced Liquid Con-
vection in Rectangular Microchannels With Electrokinetic Effects,’’ Int. J.
Heat Mass Transfer,41, pp. 4229–4249.

@23# Mala, G. M., Li, D., and Dale, J. D., 1997, ‘‘Heat Transfer and Fluid Flow in
Microchannels,’’ Int. J. Heat Mass Transfer,40, pp. 3079–3088.

@24# Tao, L. N., 1962, ‘‘The Second Fundamental Problem in Heat Transfer of
Laminar Forced Convection,’’ ASME J. Appl. Mech.,29, pp. 415–420.

@25# Maynes, D., and Webb, B. W., 2003, ‘‘Fully-Developed Electro-Osmotic Heat
Transfer in Microchannels,’’ Int. J. Heat Mass Transfer,46, pp. 1359–1369.

@26# Burmeister, L. C., 1983,Convective Heat Transfer, Wiley and Sons, New
York.

@27# Ou, J. W., and Cheng, K. C., 1974, ‘‘Viscous Dissipation Effects on Thermal
Entrance Heat Transfer in Laminar and Turbulent Pipe Flows With Uniform
Wall Temperature,’’ ASME Paper No. 74-HT-50.

@28# Tyagi, V. P., 1966, ‘‘Laminar Forced Convection of a Dissipative Fluid in a
Channel,’’ ASME J. Heat Transfer,88, pp. 161–169.

Journal of Heat Transfer OCTOBER 2003, Vol. 125 Õ 895

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Sreekant V. J. Narumanchi

Jayathi Y. Murthy

School of Mechanical Engineering,
Purdue University,
585 Purdue Mall,

West Lafayette, IN 47907

Cristina H. Amon
Institute for Complex Engineered Systems and

Department of Mechanical Engineering,
Carnegie Mellon University,

5000 Forbes Ave,
Pittsburgh, PA 15213

Simulation of Unsteady Small
Heat Source Effects in Sub-Micron
Heat Conduction
In compact transistors, large electric fields near the drain side create hot spots whose
dimensions are smaller than the phonon mean free path in the medium. In this paper, we
present a study of unsteady hot spot behavior. The unsteady gray phonon Boltzmann
transport equation (BTE) is solved in the relaxation time approximation using a finite
volume method. Electron-phonon interaction is represented as a heat source term in the
phonon BTE. The evolution of the temperature profile is governed by the interaction of
four competing time scales: the phonon residence time in the hot spot and in the domain,
the duration of the energy source, and the phonon relaxation time. The influence of these
time scales on the temperature is investigated. Both boundary scattering and heat source
localization effects are observed to have considerable impact on the thermal predictions.
Comparison of BTE solutions with conventional Fourier diffusion analysis reveals sig-
nificant discrepancies.@DOI: 10.1115/1.1603774#
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1 Introduction
In recent years, the extreme miniaturization of integrated cir-

cuits has led to increasing concerns about the steady and unsteady
thermal performance of micro-electronic devices. It is now well
established that conventional Fourier analysis leads to erroneous
thermal predictions when the mean free path of heat carriers is
comparable to or larger than the characteristic domain size. This is
also true when the time scale of interest is smaller than the relax-
ation time of the carriers@1,2#. When the system length scale is
comparable to the carrier mean free path 1, but larger than the
carrier wavelengthl, the Boltzmann transport equation in the re-
laxation time approximation can be employed@3–5#. Phonons,
which are quantized lattice vibrations@6,7#, are the predominant
energy carriers in semiconductors at room temperature. Currently,
in typical devices, the region of strongest electron-phonon inter-
action ~i.e., heat generation region! is of the order of 10–30 nm
and is much smaller than the mean free path of phonons, which is
approximately 300 nm in silicon at room temperature@8#.

Studies illustrating non-local spatial@9–11# and temporal
@12,13# effects have been reported. Studies have also been per-
formed to examine Joule heating effects in semiconductor devices.
Sverdrup et al.@14# report steady one-dimensional results of the
temperature distribution in the presence of a localized heat source
in a silicon-on-insulator~SOI! device. Their results indicate that
Fourier law underpredicts the maximum temperature rise substan-
tially due to heat source localization effects. Another study by
Sverdrup et al.@15# focuses on peak temperature rise in sub-
micron devices under electrostatic discharge~ESD! conditions
@16#. Sverdrup@17# and Sverdrup et al.@18# have performed a
two-dimensional study of temperature distribution in a NMOS
transistor using the phonon BTE. They divided phonons into
propagating and reservoir modes@19,20#. The propagating mode
is responsible for energy transport, while the reservoir mode func-
tions in a purely capacitative mode and does not contribute to
thermal transport. Their results indicate considerable discrepancy
between BTE and Fourier solutions. Sverdrup et al.@21# have also
experimentally demonstrated the localized heat source and non-
equilibrium effects in the vicinity of a hot spot.

Two-dimensional simulations of concurrent electrical and ther-
mal transport in semiconductor devices~GaAs MESFETs and Si
MOSFETs!have been reported@22–25#. The approach is to con-
sider hydrodynamic equations for electron transport@26# and en-
ergy conservation equations for electrons and the different phonon
modes. The equations are derived by taking moments of the Bolt-
zmann equation and are hence lower-order approximations. Addi-
tionally, an important simplifying assumption in these studies is
that heat propagation by acoustic phonons is assumed to be
through diffusion~Fourier law!.

Most published work in this area addresses steady state behav-
ior. The focus of the present work is the unsteady behavior of
small heat sources. We consider an unsteady hot spot in a thin
layer and examine the interaction of phonon residence time, hot
spot duration, boundary scattering time scales and relaxation time
constants in determining peak temperature rise and the rate of
temperature decay. For clarity, only a single phonon mode repre-
sentative of all three phonon branches is considered, and disper-
sion effects are neglected. By using this simplified model, the
intent is to clarify fundamental mechanisms for thermal transport,
and to explain the departure between Fourier predictions and
those using the BTE. The results may help explain the behavior of
more complex models for unsteady sub-micron thermal transport,
including multiple phonon branches, dispersion effects and
electron-phonon coupling.

2 Formulation

2.1 Governing Equations. The calculation domain is
shown in Fig. 1. Only one quarter of the domain is simulated due
to symmetry. The lengthL and width d are chosen so thatd/l
,1; alsoL/l.1 andd/l.1, wherel is the phonon mean free
path andl is the phonon wavelength. The heat source, represented
by the shaded portion in Fig. 1, occupies a square of sided in the
computational domain. It is turned on att50 and stays on with a
magnitudeq till a time tq , after which it is turned off. This heat
pulse is representative of the electron-phonon interaction, which
deposits energy to the phonon system. Sverdrup et al.@18# argue
that since the electron-phonon interaction time scales are approxi-
mately two orders of magnitude smaller than the phonon-phonon
interaction times, the energy transfer from the electrons to the
phonons can be incorporated via a heat source term in the phonon
BTE; a similar practice is adopted here. Alongy5d, diffusely
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reflecting boundaries are chosen to model the interface between
the device layer and adjacent material; similar assumptions have
been made in@14,18# to capture the size effect. Atx5L, a con-
stant wall temperature is chosen, representing a heat sink.

The phonon BTE in the relaxation time approximation can be
written as

] f w

]t
1nW w•¹ f w5

f w
0 2 f w

ts,w
1qw

where f w(rW,t) is the phonon distribution function,nW w is the pho-
non velocity vector,ts,w is the phonon relaxation time,f w

0 is the
Bose-Einstein equilibrium distribution function of the phonons
and is given by

f w
0 5

1

~e\w/kBT21!

We define phonon intensity@5# as
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P

1
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0

wD

nwf w\wD~w!dw

where the sum is over the three phonon polarizationsp, w is the
phonon frequency,wD is the cutoff frequency, andD(w) is the
phonon density of states@7#. We neglect phonon dispersion effects
and represent all phonon polarizations with a single velocityv.
Defining dimensionless variables
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wherets is the phonon relaxation time andI 0 is the equilibrium
intensity. The quantityq is to be understood as the total energy
deposited over all frequencies, i.e., the integral overqw .
The dimensionless equation for gray phonon radiative transfer can
be written as

]I *

]t*
1¹•~ ŝI * !5tL~ I 0* 2I * !1S~ t* ! (2)

for 0,x* ,td

S~ t* !51 for t* <tq

50 for t* .tq

for x* >td S~ t* !50.

Here, I w5sTw
4 /p and s is the Stefan Boltzmann constant for

phonons. The expression fors~T! under the Debye model for
energy density is@7#

s~T!5
3

8p2n2\3 kB
4E

0

uD /T x3

~ex21!
dx (3)

Under the limituD /T@1, s is independent of temperature and
reduces to (p2kB

4)/(40\3n2) @5#. The assumptionuD /T@1 is
used in the present study for simplicity and also since it permits
comparison with solutions from radiative transport literature.
Nonetheless, it should be noted that under the Debye model for
energy density in a solid, the assumption ofuD /T@1 is not ap-
propriate for silicon at room temperature, though it is appropriate
for diamond at room temperature@5#.

The phonon direction vectorŝ is in Fig. 1 and can be expressed
as ŝ5sinu sinfî1sinu cosf ĵ1cosuk̂. An equivalent tempera-
ture may be computed from the angular average of the intensity as

T5S pI 0

s D 1/4

(4)

The dimensionless parameters governing the problem are:tL ,
the acoustic thickness of the domain, which is a ratio the phonon
residence time in the domain to the phonon scattering time scale;
td , the ratio of the phonon residence time in the hot spot to that in
the domain;tq , the ratio of the heat source duration to the phonon
residence time in the domain.

2.2 Boundary Conditions

Specularly Reflecting Boundaries.For a boundary with
outward-pointing normaln̂, the intensity for directions entering
the domain (ŝ•n̂,0) is given by

I b* ~ ŝ!5I b* ~ ŝr !

where

ŝr5 ŝ22~ ŝ•n̂!n̂

For directions incoming to the boundary (ŝ•n̂>0):

¹•~ ŝI * !50

Diffusely Reflecting Boundaries.For directions leaving the
boundary and entering the domain (ŝ•n̂,0)

I b* ~ ŝ!5
1

p E
ŝ•n̂.0

I * ~ ŝ!ŝ•n̂dV

For directions incoming to the boundary (ŝ•n̂>0):

¹•~ ŝI * !50

Given-Temperature Boundaries.For directions leaving the
boundary and entering the domain (ŝ•n̂,0)

I b* 50

For directions incoming to the boundary (ŝ•n̂>0):

¹•~ ŝI * !50

2.3 Numerical Method. The finite volume method@27–29#
is employed to solve the two-dimensional equation for phonon
radiative transfer~EPRT!. The spatial domain is discretized into
rectangular control volumes, while the angular domain at any spa-
tial point is discretized into non-overlapping control angles; the
centroid of each control angle is denoted by the direction vectorŝ.
Each octant is divided intoNu3Nf control angles. The details of
the discretization procedure are described in@28,29#. The transient
term in Eq.~2! is treated using a fully implicit scheme, while the
step scheme@28# is used to treat the convective term. Each dis-
crete angular direction results in a linear set of algebraic equa-

Fig. 1 Computational domain and coordinate system
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tions, which are solved using the tridiagonal matrix algorithm
@27#. The directions themselves are solved sequentially using Pi-
card iteration.

2.4 Calculations of Fourier Conduction. Computations of
Fourier conduction in the presence of an unsteady hot spot are
also done for comparison. In all the computations presented in this
paper, the specific heat is computed under the assumptionQD /T
@1 @7#, consistent with the assumption for computation ofs, so
that

C5
4p2

10

kB
4T3

\3n3 5
16sT3

n
(5)

C is evaluated for all Fourier conduction computations atTw . The
thermal conductivity is computed from kinetic theory

k5Cv2ts/3 (6)

The corresponding dimensionless thermal conductivity used in the
Fourier computations is (k/L)/(4sTw

3 )52.39. Using a tempera-
ture dependentC andk does not alter the nondimensional results
by more than 3%. The equivalent volumetric heat source used is

q-5
4pq

n

The boundary aty* 5d/L is treated as an adiabatic boundary.
Numerical simulations are done using the finite volume scheme
described in@30#, with a fully implicit scheme for time stepping.

3 Results and Discussion
Non-dimensional results for temperature are presented in terms

of the variableQ5(T42Tw
4 )/(pqL/sv) for a range of acoustic

thicknessestL50.0558– 5.58. The hot spot sizetd is fixed nomi-
nally at 0.1, though variations about this value are also computed.
The duration of the hot spot is varied in the rangetq50.01– 20.
Both specular and diffuse boundaries are considered aty*
5d/L. The specular boundary condition denotes a one-
dimensional problem in thex direction. The diffuse boundary
condition models phonon confinement because of boundary
scattering.

3.1 Numerical Accuracy. Unless otherwise mentioned, the
results presented here are computed using a baseline spatial mesh
of 100310 cells, an angular mesh ofNu3Nf5838 in the oc-
tant, and a time stepDt* 5Dt/(L/v)50.001. A number of simu-
lations were carried out with finer spatial and angular discretiza-
tions, as well as a smaller time step. The predicted maximum
temperatures at representative time instants did not vary by more
than 2% with respect to the results obtained with the baseline
mesh. A mesh of 100310 and a time stepDt* 50.001 is used for
the Fourier calculations. Comparisons with calculations on finer
meshes indicate that the maximum temperature is accurate to well
within 0.1%.

Comparisons are also made between the steady state solution to
the EPRT and the published literature@31# for the problem of
one-dimensional radiation between plane slabs. Two infinite black
parallel plates are maintained at two different constant tempera-
turesT1 andT2 and contain an absorbing and emitting medium in
between them. The solution to the one-dimensional gray radiation
problem in radiative equilibrium is the same as that for the EPRT.
Figure 2 shows the non-dimensional results for a range of acoustic
thicknesses. The numerical solution matches well with the exact
solution @31# for the entire range of acoustic thicknesses.

3.2 Asymptotic Behavior. The overall temporal behavior
of the system may be understood by examining its behavior in the
limits of tq . Averaging the BTE over the angular space 4p yields

]I 0*

]t*
1¹•qW 5S (7)

whereqW is the dimensionless heat flux vector

qW 5
1

4p E
4p

ŝI * dV (8)

For t* !td , phonons originating in the hot spot have not had time
to leave the hot spot and ballistic effects are negligible. Thus the
flux term in Eq.~7! is negligible. Since the initial conditions are
isotropic, the phonon intensity within the hot spot is also isotropic.
The BTE in this limit may be approximated as:

]I *

]t*
5

]I 0*

]t*
5S for x* <td

50 for x* >td (9)

Thus, the solution fort* !td is I * 5I 0* 5t* inside the hot spot,
and a linear rise inT4 with time is expected. Outside the hot spot,
the intensity solution isI * 5I 0* 50, since phonons originating in
the hot spot have not yet left it. Thus, fort* !td , the heat-up is
purely capacitative.

Casetq,td. For this case, the hot spot duration is smaller
than the travel time required by the phonon to cross the hot spot.
For t* ,tq , the temperature rises linearly untilt* 5tq . Once the
heat source is turned off, the intensity in the hot spot region is
expected to remain constant in time until phonons leaving the hot
spot enter the cold channel. For an acoustically thin hot spot
(tdtL!1), this occurs over a time scale;td(5(d/v)/(L/v)).
Thus, for td.t* .tq , the intensity and the temperature are ex-
pected to remain constant. The peak temperature corresponds to
Q5tq . Beyondt* .td , ballistic transport of phonons from the
hot spot region causes the hot spot intensity to fall. Heat released
in the hot spot reach the cold boundary at time scalest* ;O(1) if
the intervening material is acoustically thin, i.e.,tL!1. These
trends are clearly visible in Fig. 3 which shows the variation ofQ
versus t* for tq50.01 at a point in the hotspot (x* 5x/L
50.015,y* 5y/L50.045) for an acoustic thicknessestL55.58
andtd50.1, for both specular and diffuse top walls. Since ballis-
tic transport is not important fort* ,td , there is little difference
between the two boundary conditions for smallt* ; boundary con-
finement effects only begin to manifest themselves fort* .td
once phonons have had to time to encounter the boundary. Calcu-
lations using the Fourier conduction model show that fort*
!td , heat-up is again predominantly capacitative. However, the
infinite wave speed of the Fourier conduction equation implies

Fig. 2 Comparison of predicted temperature profiles with so-
lution from †31‡ for radiative heat transfer between black paral-
lel plates enclosing gray absorbing emitting medium
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that the temperature of the hot spot begins to fall instantaneously
for t* .tq , as seen in the inset in Fig. 3, unlike for the BTE.
Since the channel acoustic thicknesstL is relatively high, the
Fourier and BTE responses are not significantly different.

Casetq.td. The behavior for largetq is presented in Fig. 4
which shows the variation ofQ with time for the point~0.015,
0.045! for td50.1, tL50.558 andtq520. Here again, fort*
!td , the variation ofQ versust* is linear, but is not visible on
the scale of the figure. Fortq.t* .td , the temperature continues
to rise, but at a reduced rate, as phonon transport removes heat
from the hot spot; the curves approach the steady state values
asymptotically fort* ,tq . The steady state value is dictated by
the balance of heat generation within the hot spot and its loss
through phonon transport from the hot spot to the cold wall. Thus,

q-V;ACbs~T42Tw
4 ! (10)

Here,T is the average temperature of the hot spot,V is the volume
of the hot spot, andA is the surface area through which the hot
spot loses energy.Cb is a measure of the acoustic conductance
due to channel length. ThusQ;4td /Cb at steady state. For a
specular boundary aty* 5d/L and t* @1, Cb may be estimated
from the theory of steady radiative heat transfer between parallel

black plates containing a gray absorbing and emitting medium
@31#. For the parameters associated with Fig. 4,Cb;0.72, and a
steady state value ofQ;0.56 may be computed, which matches
the computed value closely. Once the hot spot is turned off, the
temperature falls, as expected. Computations using the Fourier
law show a faster response time than those using the BTE, a trend
also noted in@32#. The steady state value ofQ is also substantially
lower. The steady-state Fourier value may be estimated from a
balance of heat generation and conduction away from the hot spot

q-V;kA~T2Tw!/L (11)

Using k5Cv2ts/3, a value ofQ;3tdtL;0.17 may be deduced,
consistent with the plateau for Fourier conduction in Fig. 4. This
asymptote can also be derived from the acoustically thick limit of
Eq. ~10! usingCb54/3tL @31#. Assuming small temperature dif-
ferences, the equivalent conductivity implied by Eq.~10! for the
BTE is keff;4sTw

3CbL. Thus, assigning a conductivity to the
channel from kinetic theory overestimates the equivalent conduc-
tance by a factor of 4/(3tLCb). The time constant for the Fourier
case is;L2C/k; the corresponding dimensionless value is 3tL . A
similar value for the specular BTE may be estimated from
L2C/keff , resulting in a dimensionless time constant of 4/Cb .
Thus the Fourier time constant for the transient would be smaller
by a factor of approximately 3tLCb/4. The ratio of the Fourier to
specular BTE time constant in Fig. 4~for t* .20) is approxi-
mately 0.24; the estimate of 3tLCb/4 is approximately 0.3.

3.3 Influence of Interior Scattering. The influence of inte-
rior scattering may be discerned from Figs. 5–7. It is worth men-
tioning that even with the diffuse boundary condition, the results
are practically one-dimensional; hence in subsequent plots only
results along a line in thex-direction are shown. Figure 5 shows
the spatial variation ofQ for different acoustic thicknessestL for
td50.1 andtq50.01. Figure 6 shows the variation fortq51.0.
Both figures assume a diffuse boundary aty* 5d/L. For t*
,td , we see that there is no dependence on acoustic thickness.
This is in keeping with Eqs.~7! and ~9!; because ballistic effects
are negligible for smallt* and since the scattering term does not
appear in Eq.~9!, there is no dependence ontL . TheQ profile for
t* ,td shows a characteristic ‘‘square’’ profile in the hot spot,
corresponding to the linear rise ofQ with t* ; a valueQ;t* is
achieved everywhere in the hot spot. Beyondt* .td , phonon
transport from the hot spot causes the profile to become more
parabolic. FortL,1, boundary scattering overwhelms interior

Fig. 3 Variation of temperature with time at point „0.015,0.045…
for tdÄ0.1, tqÄ0.01, and tLÄ5.58

Fig. 4 Variation of temperature with time at point „0.015,0.045…
for tdÄ0.1, tqÄ20.0, and tLÄ0.558

Fig. 5 Spatial variation of temperature with x * along y *
Ä0.045 for different acoustic thicknesses, for tdÄ0.1 and tq
Ä0.01
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scattering, as discussed in the next section; hence the curves for
tL50.0558 and 0.558 are seen to be nearly coincident. The curve
for tL55.58 is markedly different from the other two; this differ-
ence begins to manifest itself over time scalest* .1/tL , corre-
sponding to the phonon scattering time. As expected, the greater
acoustic impedance associated withtL55.58 leads to higher hot
spot temperatures and a slower approach to steady state.

Figure 7 shows the variation ofQ for the point~0.015, 0.045!
for the same parameters as in Fig. 4 but withtL55.58. Here
again, fort* !td , the variation ofQ versust* is linear, but is not
visible on the scale of the figure. The overall behavior is similar to
that described for Fig. 4; however, the lower acoustic conductance
of the channel (Cb;0.2 @31#! implies a higher asymptotic steady-
state value for the specular BTE ofQ54td /Cb;2.0. The dimen-
sionless time constant of the transient for the specular BTE cal-
culation may be estimated as;4/Cb;8. This is comparable to
tq . As a result the steady state asymptotic value is not achieved
before the hot spot is turned off. For this relatively high acoustic
thickness, the Fourier results are similar to specular BTE results.

3.4 Boundary Scattering Effects. The influence of diffuse
boundary scattering may be discerned from Figs. 3–4 and 7–8. A
lower bound on the time scale for boundary scattering is;d/v; a
corresponding upper bound on the equivalent acoustic thickness

of the domain may be computed by considering interior and
boundary scattering to be parallel scattering processes. Using
Mathiessen’s rule@7#, the equivalent domain acoustic thickness
tL,eq may be computed as

tL,eq5L/d1tL51/td1tL (12)

The influence of diffuse boundary scattering is therefore to in-
crease the equivalent acoustic thickness, resulting in higher acous-
tic impedance and slower transients. Diffuse scattering causes
back scattering of phonon energy into the hot spot, which results
in higher temperature rise and a longer phonon residence time in
the domain. Under specularly reflecting boundary conditions,
there is no back scattering of phonons, and phonons from the hot
spot reach the cold wall much sooner. The differences between
specular and diffuse boundaries manifest themselves on time
scalest* .td , once the phonons leaving the hot spot have had a
chance to encounter the diffuse boundary, as seen in Fig. 3.

From Eq. ~12! it is clear that the effects of diffuse boundary
scattering are felt more strongly fortL!1/td . In this limit tL,eq
;1/td . For td50.1, the equivalent acoustic thickness is domi-
nated by boundary scattering fortL,1. Hence the curves fortL
50.0558 and 0.558 are virtually coincident in Figs. 5 and 6. For
td!1, the lower bound on the acoustic conductanceCb is
;4/(3tL,eq);4td/3 @31#, and is independent oftL . Thus, the
maximum temperature in the hot spot and the transient response
are expected to be nearly identical fortL!1/td , other parameters
being equal. This is evident from an examination of diffuse
boundary scattering cases in Figs. 4 and 8, which show that theQ
plateau value is nearly the same fortL50.0558 (Qmax;1.13) and
0.558 (Qmax;1.22). Also the transient time constants fortL
50.0558 and 0.558 are similar, and are approximately 3.9 and
4.2, respectively.

3.5 BTE-Fourier Temperature Rise Comparison. It is il-
lustrative to compare the temperature rise predictions obtained
from the BTE solutions to those predicted by the Fourier diffusion
theory. Figures 9 and 10 compare BTE and Fourier conduction
results for tL50.0558 and 5.58 respectively;tq51.0 and td
50.1 are assumed for both cases. Diffuse boundary conditions are
used for the BTE aty* 5d/L. The non-dimensional temperature
difference is defined asF5(TBTE2TF)/(pqd/(4svTw

3 )) and is
plotted along the liney* 50.045. At the start of the calculation,
both the BTE and Fourier solutions start with the same initial
condition and the temperature difference is zero; similarly, ast*
→`, both temperatures tend to the wall temperature and the tem-
perature difference tends to zero. The temperature differences in
between depend on the transient response time of the two models.

Fig. 6 Spatial variation of temperature with x * along y *
Ä0.045 for different acoustic thicknesses, for tdÄ0.1 and tq
Ä1.0

Fig. 7 Variation of temperature with time at point „0.015,0.045…
for tdÄ0.1, tqÄ20.0, and tLÄ5.58

Fig. 8 Variation of temperature with time at point „0.015, 0.045…
for tdÄ0.1, tqÄ20.0, and tLÄ0.0558
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In the hot spot, the BTE predicts higher temperatures at all times
since the BTE has an effective thermal conductivity that is lower
than for the Fourier equation. However, outside the hot spot, BTE
predictions may be lower than those produced by the Fourier
equation, especially at smallt* . This is because the faster re-
sponse of the Fourier equation transports heat into the channel
region more quickly. For higher values oft* , the Fourier equation
may already reach steady state while the BTE is still evolving,
resulting in the positive temperature differences fort* .0.1 in
Fig. 9. Higher values oftL result in smaller temperature differ-
ences between the BTE and Fourier computations; fortL→`
both equations are expected to yield the same answer@5,32#. Fig-
ure 11 shows the predicted temperature difference alongy*
50.045 for a steady heat source fortL55.58. Since the effective
conductivity of the Fourier equation is higher than that implied by
the BTE, the Fourier solution underpredicts the temperature over
the whole domain compared to the BTE.

3.6 Heat Source Localization Effects. As the size of the
hot spot becomes small compared to the phonon mean free path,
the predicted temperature departs substantially from Fourier pre-
dictions because of ballistic phonon effects@4,14,17,18,21#.
Phonons originating in the cold wall and entering the hot spot do

not have time to gain energy from the heat source because the
scattering time scale is much larger than their residence time in
the hot spot (tdtL,1). To demonstrate this heat source localiza-
tion effect, both steady as well as transient simulations are per-
formed. The boundary condition aty* 5d/L is made specular for
the BTE so as to remove phonon boundary scattering effects. Fur-
thermore,tL is held at 5.58 to keep the channel fairly thick acous-
tically. Thus, differences between the BTE and Fourier calcula-
tions are largely due to the ballistic nature of phonon transport in
the hot spot. Figures 11–13 show the variation ofF along the line
y* 50.045. The definition ofF accounts for the reduction in the
amount of heat generation as the hot spot size is decreased. Figure
11 shows the effect of varying the hot spot thicknessestd in the
range 0.001–0.1 for the case of a steady heat source. Substantial
departures from the Fourier solution are found astd→0. Figures
12 and 13 show the same behavior for unsteady state fortd
50.1 and 0.001, respectively. As in the previous section, the hot
spot temperature is always higher using the BTE, though locations
outside the hot spot may be colder due to the slower evolution of
the thermal wave. Fortd50.001, the solutions att* 50.1 and 1.0

Fig. 9 Spatial variation of temperature difference between
BTE and Fourier solutions, along y *Ä0.045, with time for tq
Ä1.0, tdÄ0.1, and tLÄ0.0558

Fig. 10 Spatial variation of temperature difference between
BTE and Fourier solutions, along y *Ä0.045, with time for tq
Ä1.0, tdÄ0.1, and tLÄ5.58

Fig. 11 Spatial variation of temperature difference between
BTE and Fourier solutions, along y *Ä0.045, for steady heat
source and specular boundaries at y *Äd ÕL for tLÄ5.58

Fig. 12 Spatial variation of temperature difference between
BTE and Fourier solutions, along y *Ä0.045, with specular
boundaries at y *Äd ÕL for tLÄ5.58, tdÄ0.1, and tqÄ1.0
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are nearly identical in the hot spot. This is becausetq@td , and a
quasi-equilibrium situation occurs in the hot spot as the heat gen-
eration balances the rate of heat removal.

4 Conclusions
In this study, the problem of a small hot spot is studied by

solving the two-dimensional transient phonon BTE in the relax-
ation time approximation using a finite volume method. The in-
teraction of competing time scales in determining the maximum
hot spot temperature and the response time have been analyzed.
Significant differences between BTE and Fourier solutions have
been demonstrated both in the hot spot temperature and the re-
sponse time.

The formulation in this paper has neglected phonon dispersion,
and has represented all phonon polarizations by a single BTE with
a constant velocity. Introduction of phonon dispersion, either
through approximate two-fluid models@19,20#or through a more
faithful representation of dispersion curves and phonon polariza-
tions, is necessary to delineate the unsteady response more pre-
cisely. Phonon confinement effects on dispersion relations@33#
must be considered for emerging nanoscale devices.
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Nomenclature

C 5 specific heat per unit volume
D(w) 5 phonon density of states

d 5 width of hot spot in thex-direction
f w 5 phonon distribution function
f w

0 5 equilibrium ~Bose-Einstein!phonon distribution
function

\ 5 reduced Planck constant,1.054310234 Js
î , ĵ , k̂ 5 unit vectors in the coordinate directions

I 5 phonon intensity
I 0 5 angular average of phonon intensity
I * 5 nondimensionalized phonon intensity

I 0* 5 nondimensionalized angular averaged phonon in-
tensity

I w 5 phonon boundary intensity corresponding toTw
I b 5 boundary intensity

kB 5 Boltzmann constant,1.38310223 J/K
k 5 thermal conductivity
l 5 phonon mean free path

L 5 length of domain inx-direction
n̂ 5 normal direction to the boundaries

Nu , Nf 5 number of polar and azimuthal divisions in octant
q 5 magnitude of heat pulse

q- 5 volumetric heat source
qw 5 magnitude of heat pulse on frequency basis
qW 5 heat flux vector
ŝ 5 ray direction
t 5 time

t* 5 nondimensionalized time
T 5 temperature

Tw 5 wall temperature atx5L
TBTE 5 temperature computed using BTE

TF 5 temperature computed using Fourier conduction
equation

v 5 phonon velocity
nW 5 phonon velocity vector
w 5 phonon frequency

wD 5 cut off frequency
x, y, z 5 Cartesian coordinates

x* ,y* ,z* 5 nondimensionalized coordinates
V 5 solid angle

Dt 5 time step
Dt* 5 nondimensionalized time step

f 5 Azimuthal angle
F 5 dimensionless temperature difference between

BTE and Fourier calculations,
(TBTE2TF)/(pqd/(4svTw

4 ))
Cb 5 acoustic conductance for parallel black plates

s 5 Stefan-Boltzmann constant for phonons
td 5 nondimensionalized width of hot spot
tL 5 acoustic thickness of the medium

tL,eq 5 equivalent acoustic thickness of the medium
tq 5 nondimensionalized heat pulse duration
ts 5 phonon relaxation time

ts,w 5 frequency dependent relaxation time
u 5 polar angle

uD 5 Debye temperature
Q 5 dimensionless temperature,

(T42Tw
4 )/(pqL/(sv))
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An Improved Computational
Procedure for Sub-Micron Heat
Conduction
Popular numerical techniques for solving the Boltzmann transport equation (BTE) for
sub-micron thermal conduction include the discrete ordinates method and the finite vol-
ume method. However, the finite wave speed associated with the BTE can cause large
errors in the prediction of the equivalent temperature unless fine angular discretizations
are used, particularly at low acoustic thicknesses. In this paper, we combine a ray-tracing
technique with the finite volume method to substantially improve the predictive accuracy
of the finite volume method. The phonon intensity is decomposed into ballistic and in-
scattering components. The former is solved using a ray tracing scheme, accounting for
finite wave speed; the latter is solved using an unstructured finite volume method. Com-
parisons between this new technique and traditional finite volume formulations are pre-
sented for a range of acoustic thicknesses, and substantial improvement is demonstrated.
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Keywords: Conduction, Heat Transfer, Microscale, Nanoscale, Numerical Methods

Introduction
In recent years there has been a great deal of interest in under-

standing the physics of sub-micron heat conduction because of its
importance to microelectronics, ultrafast laser processing, micro-
scale energy systems and to a host of emerging technologies.
When the domain length scale is of the order of the mean free
path, but greater than the phonon wavelength, conduction in semi-
conductors and dielectrics can be modeled using the phonon Bolt-
zmann transport equation~BTE! in the relaxation time approxima-
tion @1,2#. An analogy between the phonon BTE and the radiative
transfer equation~RTE! in thermal radiation has long been recog-
nized @1#. This similarity has been exploited by researchers in
developing numerical methods for solving the BTE. Kumar et al.
@3# developed a differential discrete ordinates method whereby the
angular domain was discretized using techniques similar to the
conventional discrete ordinates method@4#. Majumdar and co-
workers @1,2# also used a discrete ordinates method combined
with an explicit first-order time-stepping scheme. Sverdrup et al.
@5# developed a similar methodology to study the problem of
electro-static discharge~ESD! in microelectronics. Narumanchi
et al. @6# computed unsteady sub-micron conduction in the pres-
ence of a time-dependent hot spot using a finite volume method in
conjunction with an implicit time-stepping scheme.

The finite volume and discrete ordinates methods originate in
the thermal radiation and neutron transport literature and employ a
discretization of the angular dimension as well as spatial dimen-
sions. The radiative transfer equation~RTE! is solved in each
angular direction over the spatial domain. Inadequate spatial reso-
lution leads to the phenomenon offalse scatteringwhereby spatial
smearing of the energy distribution is caused purely by numerical
diffusion; this type of error has been extensively investigated in
the thermal radiation literature@7#. In addition to spatial error,
angular discretization leads to another type of error, theray effect.
Since the angular space is divided into finite control angles, small
scale spatial variations in intensity are in effect averaged over the
control angle. This error is especially noticeable at low optical
thicknesses in problems with variations in boundary intensity. It
may be alleviated by adequate resolution of the angular domain.

Coelho @8# has shown how angular and spatial discretization er-
rors tend to compensate each other, so that coarse discretizations
of both sometimes yield more accurate solutions than fine discreti-
zations of either space or angle individually.

Our interest is in the solution of the unsteady BTE. In the
ballistic limit ~zero acoustic thickness!, the BTE in any direction
is a linear wave equation. Under the relaxation time approxima-
tion, phonon scattering leads to the addition of an isotropic scat-
tering term. There have been a variety of higher-order methods
developed to address the spatial and time resolution of the linear
wave equation for both structured and unstructured meshes@9#.
However, special issues with respect to accuracy arise for the
unsteady BTE. In addition to inadequate spatial resolution of
boundary conditions, the ray effect results in additional errors be-
cause of finite wave speed. The phonon travel time from the
boundary to the interior is inadequately resolved for coarse angu-
lar discretizations. Thus, temperature predictions, which represent
angular averages of the phonon intensity, are found to exhibit
nonphysical spatial wiggles@10#. This occurs even when indi-
vidual directional intensities are accurately computed.

Recently, a number of studies have appeared in the thermal
radiation literature which address the ray effect for the steady RTE
using the modified discrete ordinates method~MDOM!
@11,12,13,8#. The idea, originally suggested by Olfe@14# and
Modest @15#, was applied to two-dimensional rectangular enclo-
sures containing absorbing, emitting and isotropically scattering
media by Ramankutty and Crosbie@11#. Here, the radiative inten-
sity is divided into two parts: one which represents the transmis-
sion and out-scattering of boundary intensity, and another which
redistributes the transmitted energy through in-scattering. An ex-
tension to include the effects of sharp changes in temperature
within the volume has been published in@8#. The intensity com-
ponent associated with the boundary contribution is solved by an
analytical angular integration of the boundary emission; the other
component is typically solved using the discrete ordinates method
or a diffuse approximation is made. Substantial improvements to
accuracy have been reported over conventional discrete ordinates.
Chen @16# employed a similar idea in developing ballistic-
diffusive heat conduction approximations to the BTE. However,
the in-scattering component of intensity was approximated using a
diffusion approximation to facilitate fast turnaround. In this paper,
we extend the MDOM idea to the solution of the unsteady BTE
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with finite wave speed. We consider two different decompositions
of the phonon intensity and integrate the scheme with a finite
volume method. We present comparisons of accuracy and perfor-
mance for the two decompositions, and also compare the perfor-
mance of the new scheme with results from a conventional finite
volume scheme.

Governing Equations
For clarity, we consider the gray phonon BTE under the relax-

ation time approximation@2#

1

v

]I

]t
1¹•~sI!5

I 02I

vt
(1)

Here I (r, s,t) is the phonon intensity,v is the phonon velocity,
and I 0 is given by

I 05
1

4p E
4p

IdV (2)

whereV denotes solid angle. The direction vectors is given by

s5~sinu sinf i1 sinu cosf j1 cosu k! (3)

The relaxation timet is assumed constant. We also assume
T/uD!1 for simplicity, though this is not essential to the devel-
opment. We may define an equivalent temperatureT(r, t) as a
measure of the phonon energy

T~r, t !5~pI 0~r, t !/s!1/4 (4)

The Stefan-Boltzmann constant for phonons is taken to be@1#

s5
p2kB

4

40\3v2

Though the formulation has been done using the intensity form of
the BTE, the numerical issues addressed in this paper apply
equally to the energy form such as that used in@17#. The relation-
ship betweenI 0 and T adopted in Eq.~4!, is valid only for low
temperatures. However, it does not change the numerical issues
underlying the solution of the BTE or the remedies presented here
since the recovery of temperature is only a post-processing step.

Initial and Boundary Conditions
The initial condition assumes the initial equilibrium tempera-

ture Ti to be given everywhere and that the intensity distribution
is the same in all angular directions:

I ~r, s,t<0!5I i~r !5
sTi

4~r !

p

Though a variety of boundary conditions may be considered, in
this paper, we consider two conditions which we will use in our
test cases.

Thermalizing Boundaries. Here the intensity of outgoing
phonons from the boundary is determined from a given tempera-
tureTw . Assuming the boundaries to be completely absorbing and
diffusely emitting, the outgoing phonon intensity fort>0 is given
by

I w~rw ,s,t !5
sTw

4 ~rw ,t !

p
(6)

for all directionss"n,0. Heren is the boundary normal pointing
out of the domain.

Symmetry Boundaries. Symmetry boundaries are assumed
to be specularly reflecting. Thus, at a boundary with an outward-
pointing normaln, the intensity in the outgoing directions is
given by

I ~rw ,s,t !5I ~rw ,sr ,t ! (7)

where

sr5s22~s"n!n

Finite Volume Method
A detailed description of the basic method is available in our

previously published papers@18,10#; we summarize it here for
completeness. The spatial domain is discretized into arbitrary con-
vex polyhedral control volumes. The angular space 4p at any
spatial location is discretized into discrete non-overlapping con-
trol anglesV i , the centroids of which are denoted by the direction
vector si , and the polar and azimuthal anglesu i and f i . Each
octant is discretized intoNu3Nf solid angles. The anglesu andf
are measured with respect to the global Cartesian system~x, y, z!.
The angular discretization is uniform; the control angle extents are
given by Du and Df. For each discrete directioni Eq. ~1! is
integrated over the volumeDV, the solid angleV i and the time
stepDt to yield a balance of phonon energy in the directioni. The
spatial derivatives are discretized using the QUICK scheme@19#
with a min-mod limiter. Time derivatives are a second-order back-
ward Euler scheme. A few calculations have been done using
first-order discretizations of space and time for comparison. The
intensity equations result in a set of coupled nominally linear al-
gebraic equations at each discrete time instant. Different direc-
tions are coupled together through theI 0 term. At any given time
step, the intensities in all directions are solved sequentially and
iteratively, with an algebraic multigrid scheme to solve each
nominally linear set.

Modified Finite Volume Method
The phonon intensityI is decomposed into two parts:

I ~r, s,t !5I 1~r, s,t !1I 2~r, s,t !

The intent is to have theI 2 problem address the transport of
boundary intensity, while theI 1 problem addresses in-scattering.
Since theI 1 intensity is expected to vary relatively benignly with
angle, a conventional finite volume scheme is sufficient to solve it.
The I 2 problem is solved using ray-tracing to accurately capture
angular intensity variation. Two different decompositions are
evaluated in this paper. These are described below.

Decomposition A. Here I 2 is chosen to satisfy

1

v

]I 2

]t
1¹•~sI2!50 (8)

with boundary conditions

I 2~rw ,s,t !5I w~rw ,t !2I i~rw! (9)

Here, s"n,0, wheren is the outward-pointing wall normal.I 2
satisfies the initial condition

I 2~r, s,t<0!50 (10)

The solution to theI 2 problem is given by

I 2~r, s,t !5I w2~r2 ~s2sw!s,t2~s2sw!/v ! (11)

where

I w2~r, t.0!5I w~r, t !2I i~r !

I w2~r, t<0!50

and (s2sw) is the ray length from the locationr to the boundary.
Eq. 11 is essentially the solution to a unsteady linear advection
equation with modified initial and boundary conditions given by
Eqs. 9 and 10. The intensityI w2 at the intersection of the ray and
the boundary is advected at a finite speedv into the domain in the
direction s. Therefore, the intensityI 2(r, s,t) is the value at the
upwind boundary evaluated at an appropriately retarded time.
When t2(s2sw)/v<0, the initial intensity ofI w250 at the up-
wind boundary applies.
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If I 2 satisfies Eq. 8 and the stated initial and boundary condi-
tions, the remaining intensityI 1 must satisfy:

1

v

]I 1

]t
1¹•~sI1!5

I 1
02I 1

vt
1

I 2
02I 2

vt
(12)

Here, I 1
0 and I 2

0 are defined analogously to Eq. 2.I 1 must satisfy
the following boundary and initial conditions

I 1~rw ,s,t.0!5I i~rw!

I 1~r, s,t<0!5I i~r !

Decomposition B. Here the idea is to include the out-
scattering in theI 2 problem in addition to ballistic transport.I 2 is
chosen to satisfy

1

v

]I 2

]t
1¹•~sI2!52

I 2

vt
(13)

The boundary and initial conditions are chosen to be the same as
for decomposition A.

The solution to theI 2 problem is given by

I 2~r, s,t !5I w2~r2 ~s2sw!s,t2~s2sw!/v !expS 2E
sw

s ds

vt D
(14)

where

I w2~r, t.0!5I w~r, t !2I i~r !

I w2~r, t<0!50

The intensityI 1 must satisfy

1

v

]I 1

]t
1¹•~sI1!5

I 1
02I 1

vt
1

I 2
0

vt
(15)

I 1 satisfies the same boundary and initial conditions as in decom-
position A.

Numerical Method
The finite volume method described above is used to solve the

I 1 problem. As before, the spatial domain is discretized into un-
structured convex polyhedra, and the angular domain intoNu
3Nf control angles per octant. TheI 1 equation for either decom-
position is integrated over the control volume and control angle in
the manner described in Mathur and Murthy@10#. In addition,
each control angle is subdivided intonu3nf pixels, associated
with a pixel solid angledV in ; here i is the index of the control
angle andn is the pixel index. TheI 2 problem is solved assuming
a ray direction associated with each pixel center, and using either
Eq. 11 or Eq. 14. For decomposition A, the source term due toI 2
in the I 1 problem,2I 2 /vt, must be evaluated~see Eq. 12!. In
keeping with the finite volume formulation, the integral ofI 2 term
over the control volume and control angle is written as

1

vt EDV
E

V i

I 2dVdV5
1

vt (
n

I 2,indV inDV (16)

Here,I 2,in denotes theI 2 intensity associated with thenth pixel in
the control anglei. Both V i anddV in are computed analytically,
as explained in Mathur and Murthy@18#. For both decomposi-
tions, the integral ofI 2 over 4p is required to findI 2

0. Decompo-
sition B only requires this total integral; the value for each indi-
vidual control angle is not required. The integral over 4p found
using

1

vt EDV
E

4p
I 2dVdV5

1

vt (
i

(
n

I 2,indV inDV (17)

Discussion
The I 2 problem is solved by ray tracing. Ramankutty and Cros-

bie @11# converted the integration in Eq. 17 into a surface area
integral for their steady RTE computation and computed it ana-
lytically. For the unsteady BTE, numerical~rather than analytical!
integration of the boundary contribution is necessary because dif-
ferent parts of the boundary contribute different intensities at dif-
ferent times; numerical integration of this type is also necessary
for complex thermal boundary conditions and complex geom-
etries. By using pixelation, it is possible to solve theI 2 problem to
far greater accuracy than necessary for theI 1 problem; nesting the
ray directions inside the control angles ensures conservative trans-
fer of phonon energy from theI 2 problem to theI 1 problem. The
formulation ensures that the ballistic limit is captured to the accu-
racy of the pixelation.

Both schemes require the storage ofI 2
0. Decomposition A re-

quires the evaluation in Eq. 16 for each control anglei. This may
be done on the fly each iteration if storingI 2 over all control
angles is onerous. In our implementation, we storeI 2 , and com-
pute it only once per time step. This effectively doubles storage
requirements over the original finite volume scheme, but reduces
the computational time substantially. Decomposition B does not
require this extra storage.

Decomposition B requires the computation of attenuation, as in
Eq. 14. Whenvt is constant over space, this computation is
straightforward and involves minimal extra cost over decomposi-
tion A. However, whenvt varies spatially, the ray tracing scheme
must account for this variation. In generalt is a function of tem-
perature, which varies from cell to cell. Thus the ray tracer must
find the intersection of each ray with the background mesh. For
realistic problems this operation would account for most of the
computational cost. Both decompositions must of course account
for the existence of blockages and obstacles during ray tracing.

Results
For clarity, we consider a simple rectangular computational do-

main of lengthL bounded by walls at the left and right boundaries
and symmetry conditions on the top and bottom, leading to a
one-dimensional problem. Thus, Eq.~6! is used to specify bound-
ary intensities. The top and bottom boundary conditions are de-
scribed by Eq.~7!, and are specularly reflecting. The initial equi-
librium temperature is assumed known atTC , and is spatially
constant. At t50, the temperature associated with outgoing
phonons at the left wall is raised toTH . The acoustic thickness of
the domain,b5L/vt, is varied to span the range from purely
ballistic to acoustically thick. The objective is to compute the
temperature as a function of time and compare the performance of
the new scheme with that of the conventional finite volume
scheme. The baseline spatial mesh consists of 100 equal cells in
the x-direction and is one cell thick. The baseline time step is
Dt* 51023. The QUICK scheme with a min-mod limiter and the
second-order backward Euler implicit scheme are used for theI 1
problem for both decompositions.

The exact solution to the problem is easily determined for the
ballistic problem (L/vt50). We define G as

G5
1

4 E4p
IdV

The solution oft* <1 is given by

G~x* ,t* !5H GC~12j!1GHj if x* <t*

GC otherwise

wherej5(12x* /t* )/2, x* 5x/L, GH5sTH
4 andGC5sTC

4 . The
equivalent temperature is T5(G/s)1/4 and its non-
dimensionalized value isT* [(T2TC)/(TH2TC).
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Behavior of Conventional Finite Volume Scheme. The fi-
nite volume scheme is used to compute the temperature field using
two different schemes~i! a first-order step scheme for spatial dif-
ferencing, and a first-order fully-implicit scheme for time march-
ing, and~ii! a second-order QUICK scheme with a min-mod lim-
iter for spatial differencing with a second-order backward Euler
implicit scheme for time marching. The baseline spatial mesh and
time step are used for both cases. An 838 angular discretization
of the octant is used unless otherwise stated. A few calculations
done with a 434 angular discretization per octant are shown in
Fig. 1 and Table 1.

T* is presented as a function of the dimensionless timet*
5tv/L for the conventional finite volume scheme in Fig. 1 using
the first- and second-order schemes. We see that spurious wiggles
in the temperature are computed, and are especially evident for
the 434 angular discretization att* 51.0. R.m.s errors with re-
spect to the exact solution are shown in Table 1. The r.m.s. error is
defined as:

S 1

N (
N

~Te* 2Tc* !2D 1/2

~Te,max* 2Te,min* !

Here,N is the number of cells,Te* is the exact solution andTc* is
the computed solution. The error is scaled to the range ofTe* at
the time instant of interest. Interestingly, the second-order scheme
performs worse than the first-order scheme fort* 51.0, with
larger excursions in temperature. However, the larger error in the
second-order solution should not be attributed to the spatial oscil-
lations sometimes encountered using higher-order schemes. This
is borne out by Fig. 2 which shows the dimensionless intensity in
the ray directions50.231i10.189j10.952k at t* 50.1, 0.5 and
1.0 for the two schemes. The first-order scheme diffuses the in-
tensity profile far more than the second-order scheme, as ex-
pected; both schemes show bounded results with no overshoots
and undershoots. Despite the boundedness of individual intensi-
ties, their angular average, embodied in the temperature, shows

significant overshoots and undershoots about the exact solution.
This is a direct result of the erroneous estimation of travel time in
the finite volume scheme due to the finite angular discretization.
The error can be mitigated if finer control angles are used, but at
a higher cost. Resolving the spatial or temporal domain further
will not solve this problem. Indeed, the loss of error cancellation
mechanisms can sometimes lead to worse answers, as seen in Fig.
1 and Table 1. Better results are obtained for higher acoustic
thicknesses, as shown in Fig. 3, but some artifacts resulting from
this type of error are still visible even atb51.0, regardless of the
order of spatial and temporal discretization.

Modified Finite Volume Method: Decomposition A. Results
for decomposition A for the ballistic problem are shown in Fig. 4
at three different time instants. For 434 angular discretization of
the octant and a 20320 pixelation of each control angle, the com-
puted results match the exact solution very closely, and do not
exhibit any discernible wiggles. TheI 2 problem yields the exact
result for any given direction, and the angular average can be
made accurate if sufficient pixelation is used. TheI 1 solution is
zero everywhere for this decomposition and the accuracy of the
finite volume method is therefore not an issue. The results pro-
duced by this modified finite volume scheme are substantially
more accurate than the conventional finite volume scheme, by an
order of magnitude att* 51.0. Also the error does not grow with
time.

Next we examine the behavior of the scheme for non-zero
acoustic thicknesses. Figures 5 and 6 show plots ofT* versusx*
for b50.1 andb510 for four different angular discretizations:
838 with 20320 pixelation, 838 with 535 pixelation, 434
with 20320 pixelation, and 434 with 535 pixelation. The com-
puted results match each other quite well. Forb510, decompo-
sition A is found to produce small wiggles in temperature near
T* 50. These are not easily visible on the scale of Fig. 6; details
are shown in the inset. In this thick limit, these wiggles decrease
in amplitude as the control angle discretization becomes finer, and
are relatively insensitive to the pixelation. The negative tempera-

Fig. 1 Finite volume scheme: temperature variation at three
different time instants for bÄ0

Table 1 Percentage R.M.S. error with respect to exact solution for bÄ0 for conventional and modified finite volume schemes.
Modified schemes employ a 4 Ã4 angular discretization with 20 Ã20 pixelation

Time

Finite Volume
First Order

434

Finite Volume
Second Order

434

Finite Volume
First Order

838

Finite Volume
Second Order

838
Decompositions

A & B

0.1 1.859% 0.540% 1.940% 0.448% 0.193%
0.5 1.655% 2.167% 1.312% 0.646% 0.108%
1.0 2.273% 3.564% 0.982% 1.179% 0.086%

Fig. 2 Finite volume scheme: intensity variation at three dif-
ferent time instants in the direction sÄ0.231i¿0.189j¿0.952k
for bÄ0
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tures are caused by theI 2 source term in Eq. 12. TheI 1 source
term is guaranteed not to produce negativeI 1 values if the source
discretization procedures outlined in@18# are used. However, the
I 2 source term can be negative, and can result in values ofI 1
which are out of range. Disparities in the angular resolution of the
I 1 and I 2 problems can cause the computed totalI to be unphysi-
cal. This can result in the average total intensityI 0 falling outside
the range of the boundary intensities, leading to negativeT* .

For low acoustic thicknesses (b50.1), the accuracy of decom-
position A is governed in large part by the number of ray direc-
tions used to discretize the sphere. Thus coarse angular discreti-
zations with fine pixelation or fine angular discretizations with
coarse pixelation will serve equally well. TheI 1 problem contrib-
utes little to the total intensity in this limit, and hence the fineness
of the control angle discretization does not matterper se.

For very coarse angular discretizations and pixelations, decom-
position A can yield solutions that are substantially more inaccu-
rate than any produced by the conventional finite volume scheme,
as seen in Fig. 7. For lowb, the coarse discretization of the sphere
causes wiggles in the predicted temperature because of inadequate
representation of the time lag due to the finite wave speed. For
high b, coarse angular discretization leads to inaccurate solutions
of the I 1 problem, and the disparate accuracies of theI 1 and I 2
problems lead to large errors in the predicted temperature. Thus,
decomposition A must be used with care; it can yield more accu-
rate solutions than the finite volume scheme as long as moderate
to fine angular discretizations and pixelations are used.

Decomposition B. In the ballistic limit (b50) decomposi-
tions A and B produce identical results. The variation of tempera-
ture with x* at different time instants is given by Fig. 4. For low
~but non-zero!acoustic thicknesses, decompositions A and B per-
form similarly, as seen from Fig. 8. For highb, the spurious
wiggles seen using decomposition A are not seen with decompo-
sition B. TheI 2 contribution to theI 1 solution is always positive,
as seen from Eq. 15, and cannot cause undershoots. Figure 9

Fig. 3 Finite volume scheme: temperature variation for differ-
ent acoustic thicknesses at t *Ä0.5

Fig. 4 Decomposition A: temperature variation for bÄ0 at t *
Ä0.1, 0.5 and 1.0 for NuÃNfÄ4Ã4 and n uÃn fÄ20Ã20

Fig. 5 Decomposition A: temperature variation for bÄ0.1 at
t *Ä0.5 for various control angles and pixelations

Fig. 6 Decomposition A: temperature variation for bÄ10.0 at
t *Ä0.5 for various control angles and pixelations

Fig. 7 Decomposition A: temperature variation for various
acoustic thicknesses at t *Ä0.5 for NuÃNfÄ2Ã2 and n uÃn f

Ä5Ã5
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shows a comparison of the conventional finite volume and the two
decompositions forb510 for an angular discretization of 838;
the two decompositions employ a 20320 pixelation. We see that
the conventional scheme performs comparably to the modified
scheme in the thick limit.

Figure 10 shows a plot ofT* versusx* for a coarse angular
discretization of 232 and a pixelation of 535. The plots are
made att* 50.5 for different acoustic thicknesses. As with de-
composition A, the plots for lowerb exhibit wiggles resulting
from an inadequate resolution of the travel time for coarse angular
discretizations. However, the behavior for highb is markedly dif-
ferent from decomposition A. The wiggles exhibited in Fig. 7 for
b510 are absent in Fig. 10.

Timing. Table 2 shows a comparison of CPU time for the
conventional finite volume method using second-order discretiza-
tion and for the two different decompositions. The calculations are
done forb51.0 for the baseline mesh of 100 cells and a time step
of Dt* 51023. A laptop personal computer with an Intel Pentium
3 chip running at 800 MHz is used. The reported CPU times are
for 10 time steps. The solution at each time step is assumed con-
verged when the normalized residual forI 1 falls to 10210. For the
same number of control angles, the modified finite volume method
is comparable to the conventional finite volume method for coarse
pixelations. Here, the extra cost of ray tracing is offset by conver-
gence being achieved in fewer iterations per time step. Decompo-
sition A performs better than decomposition B in terms of CPU

time. For finer pixelations, both decompositions are more expen-
sive than the conventional scheme due to ray-tracing cost, but by
factors considerably smaller thannu3nf . This is because the ray
tracing is only done once per time step; the rest of the cost is the
solution of theI 1 problem, which is common to all the schemes.
These results suggest that a medium-grained control angle resolu-
tion with moderate-to-fine pixelation would achieve accurate re-
sults across the spectrum of acoustic thicknesses without too great
a CPU penalty over the conventional finite volume method. How-
ever, more complex geometries with obstructions, spatially vary-
ing b, and other complexities in the ray tracing scheme may in-
crease the ray tracing cost substantially.

Closure
A modified finite volume method has been developed for the

solution of the unsteady Boltzmann transport equation in the re-
laxation time approximation. The method decomposes the inten-
sity into two components, with a ray tracing scheme to resolve the
ballistic part accurately. Though decomposition B requires more
complex ray tracing operations for cases when the relaxation time
is spatially varying, it is found to yield more accurate solutions
than decomposition A. Both decompositions produce more accu-
rate results than the conventional finite volume scheme for low to
moderateb. The computational cost of the modified method rela-
tive to the conventional one depends entirely on the complexity of
the ray tracing operation. For the simple problem considered here,
one time step of the modified method is generally more expensive
than the conventional finite volume method for the same angular
discretization for moderate to fine pixelations. However, it is dif-
ficult to obtain the same accuracy with the conventional scheme,
especially for low acoustic thicknesses.

Fig. 8 Decomposition B: temperature variation for bÄ0.1 and
10.0 at t *Ä0.5 for various control angles and pixelations

Fig. 9 Temperature variation for bÄ10 at t *Ä0.5 for NuÃNf

Ä8Ã8. The modified schemes employs a pixelation of n uÃn f

Ä20Ã20

Fig. 10 Decomposition B: temperature variation for various
acoustic thicknesses at t *Ä0.5 for NuÃNfÄ2Ã2 and NuÃn f

Ä5Ã5

Table 2 Computational times „seconds… for the conventional
and modified finite volume schemes „n uÃn f in parentheses …

Case Finite Volume Decomposition A Decomposition B

232 1.26 0.78 (535) 1.03 (535)
2.79 (20320) 5.05 (20320)

434 3.42 2.3 (535) 3.28 (535)
13.67 (20320) 22.3 (20320)

838 12.2 8.68 (535) 12.34 (535)
53.84 (20320) 88.13 (20320)
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Nomenclature

h 5 Planck constant
\ 5 h/2p
I 5 phonon intensity

I 1 , I 2 , 5 phonon intensity components
I 0 5 angular average of intensity
kB 5 Boltzmann constant
L 5 domain length
n 5 unit normal vector
N 5 number of cells

Nu , Nf 5 polar and azimuthal control angles per octant
nu , nf 5 polar and azimuthal pixelation of control angle

s 5 ray direction vector
s 5 path length alongs
r 5 position vector

rw 5 wall position vector
t 5 time

t* 5 dimensionless timetv/L
T 5 temperature

Ti 5 initial temperature
TH , TC 5 boundary temperatures

T* 5 dimensionless temperature (T2TC)/(TH2TC)
v 5 phonon velocity
x 5 coordinate direction

x* 5 dimensionless coordinate x/L
b 5 acoustic thicknessL/vt

DV 5 volume of control volume
V 5 solid angle

dV 5 solid angle associated with pixelation
u 5 polar angle

uD 5 Debye temperature
t 5 relaxation time constant
f 5 azimuthal angle
s 5 Stefan Boltzmann constant

References
@1# Majumdar, A., 1993, ‘‘Microscale Heat Conduction in Dielectric Thin Films,’’

ASME J. Heat Transfer,115, pp. 7–16.

@2# Joshi, A., and Majumdar, A., 1993, ‘‘Transient Ballistic and Diffusive Phonon
Heat Transport in Thin Films,’’ J. Appl. Phys.,74, pp. 31–39.

@3# Kumar, S., Majumdar, A., and Tien, C., 1990, ‘‘The Differential Discrete-
Ordinates Method for Solutions of the Equation of Radiative Transfer,’’ASME
J. Heat Transfer ,112, pp. 424–429.

@4# Modest, M. F., 1993,Radiative Heat Transfer, Series in Mechanical Engineer-
ing, McGraw Hill, New York, NY.

@5# Sverdrup, P., Banerjee, K., Dai, K., Shih, W., Dutton, R., and Goodson, K.,
2000, ‘‘Sub-Contiuum Simulations of Deep Sub-Micron Devices under ESD
Conditions,’’ Proceedings of the International Conference on Simulation of
Semiconductor Processes and Devices, IEEE, Piscataway, NJ., pp. 54–57.

@6# Narumanchi, S. V. J., Murthy, J. Y., and Amon, C. H., 2003, ‘‘Simulation of
Unsteady Small Heat Source Effects in Sub-Micron Heat Conduction,’’ ASME
Journal of Heat Transfer, to appear.

@7# Chai, J., Lee, H., and Patankar, S., 1993, ‘‘Ray Effects and False Scattering in
the Discrete Ordinates Method,’’ Numer. Heat Transfer, Part B,24, pp. 373–
389.

@8# Coelho, P., 2002, ‘‘The Role of Ray Effects and False Scattering on the Accu-
racy of the Standard and Modified Discrete Ordinates Methods,’’ J. Quant.
Spectrosc. Radiat. Transf.,73, pp. 231–238.

@9# Laney, C., 1998,Computational Gas Dynamics, Cambridge University Press,
Cambridge, U.K.

@10# Murthy, J. Y., and Mathur, S. R., 2002, ‘‘Computation of Sub-Micron Thermal
Transport Using an Unstructured Finite Volume Method,’’ ASME Journal of
Heat Transfer,124~6!, pp. 1176–1181.

@11# Ramankutty, M., and Crosbie, A., 1997, ‘‘Modified Discrete Ordinates Solu-
tion of Radiative Transfer in Two-Dimensional Rectangular Enclosures,’’ J.
Quant. Spectrosc. Radiat. Transf.,57~1!, pp. 107–140.

@12# Sakami, M., and Charette, A., 2000, ‘‘Application of a Modified Discrete
Ordinates Method to Two-Dimensional Enclosures of Irregular Geometry,’’ J.
Quant. Spectrosc. Radiat. Transf.,64, pp. 275–298.

@13# Sakami, M., Kasmi, A. E., and Charette, A., 2001, ‘‘Analysis of Radiative Heat
Transfer in Complex Two-Dimensional Enclosures with Obstacles Using
Modified Discrete Ordinates Method,’’ ASME J. Heat Transfer,123, pp. 892–
900.

@14# Olfe, D., 1970, ‘‘Radiative Equilibrium of a Gray Medium Bounded by Non-
Isothermal Walls,’’ Prog. Astronaut. Aeronaut.,23, pp. 295–317.

@15# Modest, M., 1989, ‘‘The Modified Differential Approximation for Radiative
Transfer in General Three Dimensional Media,’’ J. Thermophys. Heat Transfer,
3~3!, pp. 283–288.

@16# Chen, G., 2001, ‘‘Ballistic-Diffusive Heat Conduction Equations,’’ Phys. Rev.
Lett., 86~11!, pp. 2297–2300.

@17# Sverdrup, P., Ju, Y., and Goodson, K., 1998, ‘‘Sub-Continuum Simulations of
Heat Conduction in Silicon-on-Insulator Devices,’’ ASME J. Heat Transfer,
120, pp. 30–36.

@18# Murthy, J., and Mathur, S., 1998, ‘‘Finite Volume Method for Radiative Heat
Transfer Using Unstructured Meshes,’’ J. Thermophys. Heat Transfer,12~3!,
pp. 313–321.

@19# Leonard, B., 1979, ‘‘A Stable and Accurate Convective Modeling Procedure
Based on Quadratic Upstream Interpolation,’’ Comput. Methods Appl. Mech.
Eng.,19, pp. 59–98.

910 Õ Vol. 125, OCTOBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



P. C. T. de Boer
Mem.ASME

Graduate School Professor of Mechanical and
Aerospace Engineering,

Upson Hall,
Cornell University,

Ithaca, NY 14853

Maximum Attainable
Performance of Stirling Engines
and Refrigerators
The flow through the regenerator of a Stirling engine is driven by differences of pressure
in the compression and expansion spaces. These differences lead to power dissipation in
the regenerator. Using linearized theory, it is shown that this dissipation severely limits
the maximum attainable thermal efficiency and nondimensional power output. The maxi-
mum attainable values are independent of the value of the regenerator conductance. For
optimized nondimensional power output, the thermal efficiency equals only half the Car-
not value. The power dissipated in the regenerator is removed as part of the heat with-
drawn at the regenerator’s cold side. Analogous results are presented for the Stirling
refrigerator. At optimized nondimensional rate of refrigeration, its coefficient of perfor-
mance is less than half the Carnot value.@DOI: 10.1115/1.1597618#

Keywords: Cryogenics, Engines, Heat Transfer, Refrigeration, Regenerators

1 Introduction
As noted by Walker in his classic treatise on Stirling engines@1#

and emphasized recently by Organ@2#, ideal Stirling engines do
not work on the Stirling cycle. The gas in an ideal Stirling engine
does not execute either the two constant volume processes or the
two constant temperature processes with heat transfer that consti-
tute the Stirling cycle. A model for the operation of the ideal
Stirling engine was devised by Schmidt@3#. In Schmidt’s model,
the volumes of the compression and expansion spaces are taken to
vary sinusoidally in time. The heat transfer processes in these
spaces are assumed to occur at constant temperature. The pressure
in the engine is taken to be spatially uniform; i.e., the pressure
difference across the regenerator is neglected. Schmidt’s theory
provides simple analytical results, and has become the classic
model for ideal Stirling engine operation. Because it does not take
account of any dissipation, the predicted thermal efficiency equals
the Carnot efficiencyhCarnot512Tc /Th . A detailed review of the
Schmidt analysis with applications to several geometries is pre-
sented in the book by Reader and Hooper@4#. The Schmidt analy-
sis was generalized by Finkelstein@5#, who allowed for irrevers-
ible heat exchange with the walls of the compression and
expansion spaces. The corresponding compression and expansion
processes are not isothermal. As a consequence, there arise tem-
perature discontinuities at the working space interfaces, which
lead to additional irreversible heat transfer. Due to the irrevers-
ibilities, the predicted thermal efficiency is below the Carnot effi-
ciency. The Finkelstein model does not yield simple analytical
results. Its solution is accomplished numerically, using nodal
analysis. The Schmidt and Finkelstein models have served as the
basis for modern analyses of the Stirling engine. These modern
analyses make extensive use of numerical computations and ac-
count for many additional phenomena of importance. Detailed
accounts of modern developments are presented in@1–12#.

The present paper considers the basic limitations on perfor-
mance of Stirling engines and refrigerators that result from the
pressure differences across the regenerator. Without these pressure
differences there would be no flow through the regenerator, and
the power output would be zero. Hence these differences are es-
sential to the operation of the engine. The pressure oscillations in
the compression and expansion spaces are taken to be sinusoidal

in time. The ratiopc of the amplitudes of these pressure oscilla-
tions, and the phase differenced between them depend on the
piston motion. These quantities are considered to be adjustable
variables. The analysis is carried out using linearized theory. The
frequency of oscillation is assumed to be sufficiently low to allow
taking the pressures in the compression and expansion spaces as
uniform. In Section 2, the nondimensional power outputP and the
thermal efficiencyh of the corresponding ideal Stirling engine
cycle are found as function ofpc , d, and the temperature ratio
Tc /Th . The maximum attainable value ofP is determined by
optimizing with respect topc andd. In Section 3 it is shown that
the powerPreg dissipated in the regenerator is the product of the
cold side temperatureTc and the ratê ṡ& at which entropy is
generated in the regenerator. By determining the entropy flow, it is
found thatPreg is removed as part of the heatQc withdrawn at the
cold side. Section 4 concerns the Stirling refrigerator. The analysis
in this section is similar to that presented in a recent note on the
maximum attainable performance of pulse tube refrigerators@13#.

2 Power Output and Thermal Efficiency
The analysis is based on the one-dimensional model sketched in

Fig. 1. The regenerator is taken to be thermally perfect, and to
have zero void volume. Friction of the pistons as well as heat
losses to the walls are neglected. The flow in the high and low
temperature spaces is assumed to be isentropic. Heat is supplied at
the rateQ̇h at the high temperature side of the regenerator, and is
withdrawn at the rateQ̇c at the low temperature side. Important
results follow from the rate of energy balance for open systems

dU

dt
5ṁchc2ṁhhh1Q̇2Ẇ. (1)

Since the void volume of the regenerator is taken to be zero,ṁc
5ṁh[ṁ. Application to the control volume just surrounding the
exit planeh of the regenerator, as well as to the control volume
just enclosing the expansion space yields

^Ẇh&5^Q̇h&5^ṁhh&5cp^ṁTh9&, (2)

whereTh9 is the time-varying part of the temperature just outside
the exit planeh. The brackets denote average over a cycle. Use
was made of the conditionŝṁ&50 and T5Th5constant just
inside the exit planeh. A similar application at the low tempera-
ture side yields
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^Ẇc&5^Q̇c&5cp^ṁTc9&. (3)

These expressions are evaluated by linearizing the pressures and
mass flow rates

ph5po1ph85po1Dph sin~vt ! ~ph8!po! (4)

pc5po1pc85po1Dpc sin~vt1d! ~pc8!po! (5)

ṁ5rhV̇h5rcV̇c5ravCr@pc8~ t !2ph8~ t !#. (6)

The primes indicate first order quantities, whilerav is an appro-
priate average density. The unperturbed pressurepo is constant
throughout the two spaces and the regenerator. The linearized
isentropic relation between temperature and pressure is

Th85
g21

g

Th

po
ph8 ~Th8!Th!. (7)

As shown in the Appendix

^Ẇh&5^Q̇h&5^ph8V̇h&, (8)

^Ẇc&5^Q̇c&5^pc8V̇c&. (9)

Working out these expressions leads to

^Ẇh&5^Q̇h&5
1

2
CrDph

2
Th

Tav
@pc cos~d!21#, (10)

^Ẇc&5^Q̇c&5
1

2
CrDph

2
Tc

Tav
pc@pc2cos~d!#. (11)

Here,pc[Dpc /Dph(.1) is the ratio of pressure amplitudes in
the two spaces. The corresponding power output of an ideal
Stirling engine is

P̃5^Ẇh&2^Ẇc&5
1

2
CrDph

2
Th

Tav
P~pc ,d!, (12)

where the nondimensional power outputP equals

P~pc ,d!5pc cos~d!S 11
Tc

Th
D2S 11

Tc

Th
pc

2D . (13)

The corresponding value of the thermal efficiency is

h[12
^Q̇c&

^Q̇h&
512

Tc

Th
pc

pc2cos~d!

pc cos~d!21
. (14)

Since the coefficient of cos~d! in Eq. ~13! is positive, optimization
of P with respect tod requires cos~d!51. Optimization with re-
spect topc then yields

Pmax5~1/4!~ATh /Tc2ATc /Th!2 (15)

for pc5(11Th /Tc)/2. The corresponding value of the thermal
efficiency is

h~P5Pmax!5~12Tc /Th!/25hCarnot/2. (16)

Figure 2 showsP and h/hCarnot as function of the pressure
amplitude ratiopc at Th /Tc54 for the two cases cos~d!51 and

cos~d!50.9. It is seen that both power output and thermal effi-
ciency are quite sensitive to the value of cos~d!. For cos~d!,1, the
power output is negative for values ofpc near 1 and nearTh /Tc .
Note that the maximum value of the thermal efficiencyhCarnot
512Tc /Th is reached only for the cased50 andpc51, in which
case the power outputP50. Note also that the results shown in
Fig. 2 are independent of the regenerator conductanceCr . The
underlying reason is that the work and heat flow rates given by
Eqs. ~8! and ~9! all are proportional to volume flow rate, and,
hence, toCr ~cf. Eq. ~6!!. It must be concluded that Schmidt’s
result forh at infinitely largeCr ~@3,9#,h5hCarnot512Tc /Th for
arbitrarypc andd! represents a singular case.

3 Power Flow in the Regenerator
The power output of a Stirling engine without energy dissipa-

tion would beP̃Carnot5hCarnot̂ Q̇h&. Using Eq.~10!, this is can be
expressed as

P̃Carnot5
1

2
CrDph

2
Th

Tav
PCarnot, (17)

PCarnot5S 12
Tc

Th
D @pc cos~d!21#. (18)

The difference between Eq.~17! and the actual power outputP̃
given by Eq.~12! is the powerP̃reg dissipated in the regenerator

P̃reg5
1

2
CrDph

2
Th

Tav
Preg, (19)

Preg5
Tc

Th
@pc

222pc cos~d!11# ~engine!. (20)

The nondimensional powersPCarnot and P are shown in Fig. 3.
The difference between the two is the nondimensional powerPreg
dissipated in the regenerator.

The powerP̃reg is removed as part of the heat flow^Q̇c&. This
can be shown by applying the rate of entropy balance equation

dS

dt
5E dQ̇

T
1ṁ~sc2sh!1ṡ (21)

to the control volume just surrounding the regenerator. Averaging
over a cycle yields

^Q̇c&
Tc

5
^Q̇h&
Th

1^ṡ&. (22)

Fig. 1 Sketch of model used for Stirling engine. The high tem-
perature space is the expansion space, the low temperature
one is the compression space.

Fig. 2 Nondimensional power output P and thermal efficiency
hÕhCarnot as function of ratio of pressure amplitudes pc . Solid
curves are for cos „d…Ä1, dotted curves for cos „d…Ä0.9.
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The termṁ(sc2sh) does not contribute to this result because the
flows in the compression and expansion spaces are isentropic, and
becausê ṁ&50.

Entropy enters the regenerator at the rate^Q̇h&/Th on the hot
side, and increases in value due to dissipation at the rate^ṡ& while
flowing to the cold side. It leaves the cold side at the rate^Q̇c&/Tc
which is the sum of the rate entering and the aggregate rate of
dissipation.

The value of̂ ṡ& can be determined by applying Eq.~21! to an
elementary slicedx of the regenerator~see Fig. 1!. Upon averag-
ing over a cycle this yields, to first order,

^dṡ&5^ṁds&5K ṁS cp

dT

T
2R

dp

p D L 52
^V̇cdp&

Tc
. (23)

Use was made of the circumstance that the temperature difference
dT between the two sides of the slice is constant. Use was also
made of the relationsṁ5rcV̇c and po5rcRTc . SinceV̇c is in-
dependent ofx, integration of Eq.~23! over the length of the
regenerator yields

^ṡ&52
1

Tc
E

c

h

^V̇cdp&5
1

Tc
^V̇c~pc82ph8!&. (24)

Evaluating the right hand side of this equation by using Eqs.~4!–
~6! results in

^ṡ&5
1

2
CrDph

2
1

Tav
@pc

222pc cos~d!11#. (25)

Comparison with Eqs.~19! and~20! shows thatP̃reg5Tc^ṡ&, and
hence that

^Q̇c&5^Q̇h&
Tc

Th
1 P̃reg. (26)

It follows that P̃reg arises from the rate at which entropy is gen-
erated by irreversibilities in the regenerator.

Analysis of the Stirling Refrigerator. The analysis of the
Stirling refrigerator is nearly identical to that of the Stirling en-
gine. The major difference is that the directions as well as the
relative magnitudes of the heat flows are reversed~see Fig. 4!. As
a consequence, the sign in Eq.~6! must be reversed:ṁ
5ravCr(ph82pc8). Another difference is that in this casepc
[Dpc /Dph,1. The rate of cooling atTc is given by

^Q̇c&5^Ẇc&5
1

2
CrDph

2
Th

Tav
^Ḣc&, (27)

^Ḣc&5
Tc

Th
pc@cos~d!2pc#, (28)

the rate of heat withdrawal atTh by

^Q̇h&5^Ẇh&5
1

2
CrDph

2
Th

Tav
^Ḣh&, (29)

^Ḣh&512pc cos~d!. (30)

It follows that

COP[
^Q̇c&

^Q̇h&2^Q̇c&
5

Tc

Th

pc@cos~d!2pc#

11pc
2Tc /Th2~11Tc /Th!pc cos~d!

.

(31)

Optimization of ^Ḣc& requires cos~d!51 and pc51/2, yielding
^Ḣc&max5(Tc /Th)/4 and

COP~^Ḣc&5^Ḣc&max!5
1

2Th /Tc21
. (32)

Figure 5 shows^Ḣc&Th /Tc and COP/COPCarnot[COP(Th /Tc
21) as function ofpc at Th /Tc54 for the two cases cos~d!51
and cos~d!50.9.

The nondimensional power input to the Stirling refrigerator is

^Ḣh&2^Ḣc&511
Tc

Th
pc

22S 11
Tc

Th
Dpc cos~d!. (33)

Fig. 3 Nondimensional power outputs PCarnot and P as func-
tion of ratio of pressure amplitudes pc . Solid curves are for
cos„d…Ä1, dotted curves for cos „d…Ä0.9.

Fig. 4 Sketch of model used for Stirling refrigerator

Fig. 5 Nondimensional cooling rate ŠḢc‹Th ÕTc and coefficient
of performance COPÕCOPCarnot as function of ratio of pressure
amplitudes pc . Solid curves are for cos „d…Ä1, dotted curves
for cos„ d…Ä0.9.
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The corresponding power input to a Stirling refrigerator without
energy dissipation would be

S Th

Tc
21D ^Ḣc&5S 12

Tc

Th
Dpc@cos~d!2pc#. (34)

The difference between these two quantities is the nondimensional
power dissipated in the regenerator

Preg5122pc cos~d!1pc
2 ~refrigerator!. (35)

The nondimensional power inputs are shown in Fig. 6 as function
of the pressure amplitude ratiopc at Th /Tc54 for cos~d!51 and
0.9. In the case of the Stirling refrigerator, the entropy flow is
from the cold to the hot side~see also@13#!, and

^Q̇h&5^Q̇c&
Th

Tc
1 P̃reg. (36)

5 Conclusion
The flow in the regenerator of a Stirling engine is driven by

differences of pressure in the compression and expansion spaces.
Taking account of the resulting energy dissipation leads to severe
limitations on maximum attainable thermal efficiencyh and non-
dimensional power outputP. These limitations are independent of
the regenerator conductanceCr . It is concluded that Schmidt’s
resulth5hCarnot @3,9# obtained withCr5` represents a singular
case. The thermal efficiency is independent ofCr because the
relevant work and heat flow rates all are proportional to volume
flow rate ~Eqs.~8! and ~9!!, and hence toCr ~Eq. ~6!!. Optimum
results are obtained at phase angled50. At this phase angle,
h/hCarnot is a linear function of the pressure amplitude ratiopc .
The value ofh/hCarnot goes from 1 atpc50 to 0 atpc5Th /Tc
~Fig. 2!. The corresponding dependence ofP on pc is parabolic,
with P50 atpc50 and atpc5Th /Tc . The maximum value ofP
is Pmax5(ATh /Tc2ATc /Th)2/4. At P5Pmax, the value of the
thermal efficiency is (12Tc /Th)/2 ~half the Carnot value!. Inas-
much as engines are designed primarily for maximum power out-
put, this constitutes a severe practical limitation. As a conse-
quence, it is not surprising that actual Stirling engines have
thermal efficiencies typically not exceeding 40%~see, e.g.,@8#,
Table 5.3, and@9#, Fig. 45!.

The powerP̃reg dissipated in the regenerator equals the product
of the cold side temperatureTc and the ratê ṡ& at which entropy

is generated in the regenerator.P̃reg is removed as part of the heat

^Q̇c& withdrawn at the cold side~Eq. 26!. The nondimensional
powerPreg increases withpc ~Fig. 3!.

The nondimensional rate of refrigeration^Ḣc& of a Stirling re-
frigerator has a parabolic dependence onpc ~Eq. ~27! and Fig. 5!.
The maximum value of̂Ḣc& is (Tc /Th)/4, achieved atpc51/2.
The corresponding value of the coefficient of performance COP is
1/(2112Th /Tc), which is less than half of the Carnot value
1/(211Th /Tc). In the case of the Stirling refrigerator,P̃reg is
removed as part of the heat^Q̇h& withdrawn at the warm side~Eq.
36!, andPreg decreases aspc increases~Fig. 6!. The coefficient of
performance is independent ofCr because the relevant heat and
work flow rates all are proportional to volume flow rate, and
hence toCr ~Eqs.~27! and ~29!!.

The results obtained represent dissipation losses that are un-
avoidable when a regenerator is used to obtain mechanical power
or refrigeration. Losses due to all other non-idealities have been
neglected. While the discussion has been focused on Stirling en-
gines and Stirling refrigerators, the conclusions apply equally well
to all engines and refrigerators based on the principle of regenera-
tion. These include, for example, Ericsson engines and Gifford-
McMahon refrigerators.

Nomenclature

A 5 cross sectional area~m2!
Cr 5 conductance of regenerator~m4s/kg!
cp 5 specific heat at constant pressure@J/~kg K!#

COP 5 coefficient of performance
Ḣ 5 enthalpy flow rate~J/s!
h 5 specific enthalpy~J/kg!
L 5 distance~m!
ṁ 5 mass flow rate~kg/s!
P 5 nondimensional power
P̃ 5 power ~W!

po 5 average pressure~Pa!
p 5 pressure~Pa!

Q̇ 5 rate of heat flow~W!
S 5 entropy~J/K!
s 5 specific entropy@J/~kg K!#
T 5 temperature~K!
t 5 time ~s!

U 5 internal energy~J!

V̇ 5 volume flow rate~m3/s!

Ẇ 5 rate of work done~W!
^ & 5 denote average over a cycle

Greek Symbols

D 5 denotes amplitude of first order quantity
d 5 phase angle
h 5 thermal efficiency
g 5 ratio of specific heats

pc 5 ratio of pressure amplitudes,Dpc /Dph
r 5 density~kg/m3!
ṡ 5 rate of entropy generation@J/~sK!#
t 5 vt, nondimensional time
c 5 phase angle of volume flow rate
v 5 angular frequency~s21!

Subscripts

av 5 average~see Eq. 6!
c 5 cold
h 5 hot

Fig. 6 Nondimensional power inputs ŠḢh‹ÀŠḢc‹ and „Th ÕTc

À1…ŠḢc‹ as function of ratio of pressure amplitudes pc . Solid
curves are for cos „d…Ä1, dotted curves for cos „d…Ä0.9.
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5 Appendix

In this appendix the expression^Ẇh&5cp^ṁTh9& appearing in
Eq. ~2! is evaluated. The evaluation is analogous to that described
in @14# for the enthalpy flow toward the warm heat exchanger of a
pulse tube.

Without loss of generality, the volume flow rate ath can be
written

V̇h5DVh sin~t1c!, (A1)

wheret[vt. During the outflow part of the cycle (V̇h.0), the
temperature equalsTh and henceTh950. The pressure of a fluid
particle leaving planeh at time tout is po1Dph sin(tout). Until
returning at timet in the temperature of the particle follows the
isentropic relation Eq.~7!. Hence, to first order its temperature
when returning equals

T95T85
g21

g

Th

po
@ph8~t in!2ph8~tout!#

5
g21

g

Th

po
Dph@sin~t in!2sin~tout!#. (A2)

The relation betweentout and t in follows from considering the
rate of change in position of the particle at timet when it is at
distanceL(t) from planeh. This rate is the sum of the rate of
outflow and the rate of change ofL due to compression

dL

dt
5

DVh

Av
sin~t1c!2

L

gpo

dph

dt
. (A3)

The last term on the right hand side is of second order and drops
out. Integrating and using the conditionL(tout)50 yields

L~t!5
DVh

Av
@cos~t1c!2cos~tout1c!#. (A4)

It follows from the conditionL(t in)50 thattout52p2t in22c,
and hence that sin(tin)2sin(tout)52 sin(tin1c)cos(c). The range
of inflow is given byp2c<t in<2p2c. Hence,

^Ẇh&5cp^ṁTh9&

5DphDVh

cos~c!

p E
p2c

2p2c

@sin~t in1c!#2dt in

5
1

2
DphDVh cos~c!, (A5)

where use was made of the ideal gas lawpo5rhRTh as well as
the relationṁ5rhV̇h .

It is noted that the right hand side of Eq.~A5! also is obtained
by substituting

Th95Th85
g21

g

Th

po
ph8 (A6)

in Eq. ~2!. This substitution is equivalent to settinĝẆh&
5^ph8V̇h&, where the average is taken over the entire cycle:

^ph8V̇h&[
1

2p E
0

2p

ph8V̇hdt5
1

2
DphDVh cos~c!. (A7)

It is concluded that settinĝẆh&5^ph8V̇h&, while formally incor-
rect, nevertheless provides the correct result. Similarly, setting
^Ẇc&5^pc8V̇c& provides the correct result.
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Cooling Enhancements in Thin
Films Supported by Flexible
Complex Seals in the Presence
of Ultrafine Suspensions
Flow and heat transfer inside thin films supported by flexible soft seals having voids of a
stagnant fluid possessing a large coefficient of volumetric thermal expansionbT are
studied in the presence of suspended ultrafine particles. The study is conducted under
periodically varying thermal load conditions. The governing continuity, momentum and
energy equations are non-dimensionalized and reduced to simpler forms. The deformation
of the seal is related to the internal pressure and lower plate’s temperature based on the
theory of linear elasticity and a linearized model for thermal expansion. It is found that
enhancements in the cooling are achieved by an increase in the volumetric thermal ex-
pansion coefficient, thermal load, thermal dispersion effects, softness of the supporting
seals and the thermal capacitance of the coolant fluid. Further, thermal dispersion effects
are found to increase the stability of the thin film. The noise in the thermal load is found
to affect the amplitude of the thin film thickness, Nusselt number and the lower plate
temperature however it has a negligible effect on their mean values.
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1 Introduction
Thin films are widely used in cooling of many heating sources

such as electronic components. These elements use thin films in
their cooling systems as in flat heat pipes~Moon et al. @1#! or
microchannel heat sinks~Fedorov and Viskanta@2#, Zhu and Vafai
@3#!. Many ideas are proposed to enhance the cooling load of thin
films. For example, Bowers and Mudawar@4# showed that two
phase flow in minichannel is capable of removing maximum heat
fluxes generated by electronic packages yet the system may be-
come unstable near certain operating conditions. Further, the use
of porous medium in cooling of electronic devices~Hadim @5#!
was found to enhance heat transfer due to increases in the effec-
tive surface area. However, the porous medium creates a substan-
tial increase in the pressure drop inside the thin film.

Khaled and Vafai@6# showed that cooling effects achieved by
having thin films supported by soft seals are more than when these
seals are stiff. This is due to an increase in the thickness resulting
from pressure forces when soft seals are used. Additional cooling
can be achieved if the thin film thickness is allowed to increase by
an increase in the thermal load which will cause the coolant flow
rate to increase. This task can be reached if the sealing assembly
supporting the plates of the thin film is composed of the follow-
ing: soft seals and voids of a stagnant fluid having a large value of
the volumetric thermal expansion coefficientbT . This proposed
sealing assembly will be named a ‘‘flexible complex seal’’ and
will be used regularly in the text. It is worth noting that the en-
hancement in the cooling when flexible complex seals are used is
expected to be apparent at larger thermal loads for stagnant liquids
while it is prominent at lower temperatures for stagnant gases,
especially ideal gases. This is because the volumetric thermal ex-
pansion coefficient increases for liquids and decreases for gases as
their temperatures increases.

In the presence of periodic external thermal loads, the thickness

of a thin film supported by a flexible seal containing voids of a
fluid having a largebT value is expected to be periodic. This is
because the stagnant fluid expands during maximum thermal load
intervals allowing for a relaxation in the thin film thickness which
causes a flooding of the coolant. On the other hand, the thin film
is squeezed during minimum thermal load intervals due to the
contraction in the stagnant fluid in the sealing assembly voids.
Several authors have considered flow inside squeezed thin films
like Langlois @7# who performed an analytical study for flow in-
side isothermal oscillatory squeezed films having the fluid density
varying with pressure. However, only few of them have analyzed
heat transfer inside squeezed thin films such as Hamza@8#, Bhat-
tacharyya et al.@9# and Debbaut@10#. In these works, the squeez-
ing was not of an oscillatory type. All of these works considered a
predetermined squeezing effect at the plates of the thin film. Re-
cently, Khaled and Vafai@11# considered flow and heat transfer
inside incompressible oscillatory squeezed thin films.

One of the advantages of using flexible complex seals is that
the increase in the coolant flow rate because of thermal expansion
effects produces an additional cooling in the presence of sus-
pended ultrafine particles~Li and Xuan@12#!. This is because the
chaotic movement of the ultrafine particles, the thermal disper-
sion, increases with the flow where it is modeled in the energy
equation by introducing an effective thermal conductivity of the
coolant ~Xuan and Roetzel@13#!. Further, large fluctuation rates
that can be generated in the flow during severe squeezing condi-
tions tend to increase the chaotic motions of the particles in the
fluid which increases the energy transport in the coolant.

In this work, the enhancement in the cooling process inside thin
films supported by flexible complex seals in the presence of sus-
pended ultrafine particles is investigated. The lower plate of the
examined thin film is considered to be under a periodically vary-
ing heat flux. The thin film thickness is related to the thermal load
and the internal pressure through the volumetric thermal expan-
sion coefficient of the stagnant fluid and the theory of linear elas-
ticity applied to the supporting seals. The governing equations for
flow and heat transfer are properly non-dimensionalized and re-
duced into simpler equations for low Reynolds numbers. The re-
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sulting equations are then solved numerically to determine the
effects of the thermal load, volumetric thermal expansion coeffi-
cient of the stagnant fluid, the softness of the seal, thermal capaci-
tance of the working fluid and the squeezing number on the dy-
namics and thermal characteristic of the thin films supported by
flexible complex thin films.

2 Problem Formulation
Figure 1 shows a thin film having a flexible complex seal. It is

composed of the coolant flow, the working fluid, passage and the
sealing assembly. This assembly contains closed voids filled with
a stagnant fluid having relatively a large coefficient of volumetric
thermal expansion. The sealing assembly contains also soft seals
in order to allow the thin film to expand. A candidate for the soft
seal is the closed cell rubber foam@14#. Any excessive heat in-
creases the temperature of the hot plate thus the stagnant fluid

becomes warmer and expands. The seals are soft enough so that
the expansion results in an increase in the separation between the
lower and the upper plates. Accordingly, the flow resistance of the
working fluid passage decreases causing a flooding of the coolant.
As a result, the excessive heating from the source is removed. It is
worth noting that the soft seals can be placed between special
guiders as shown in Fig. 1~b!. As such, side expansion of the seals
can be minimized and the transverse thin film thickness expansion
is maximized.

The analysis is concerned with a thin film that has a small
thicknessh compared to its lengthB and its widthD. Therefore, a
two-dimensional flow is assumed. Thex-axis is taken along the
axial direction of the thin film whiley-axis is taken along its
thickness as shown in Fig. 1~a!. Further, it is assumed in this work
that the film thickness is independent of the axial coordinate. For
example, this occurs in two main cases: symmetric thin films hav-

Fig. 1 Schematic diagram for a thin film with flexible complex seal and the corresponding coordinate
system: „a… front view, „b… side view, and „c… a three dimensional diagram
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ing a fluid injected from the center as shown in Fig. 1~c! and in
multiple passages thin films having alternating coolant flow
directions.

The lower plate of the thin film is assumed to be fixed to a
heating source while the upper plate is attached to the lower plate
by flexible complex seals allowing it to expand. The motion of the
upper plate due to both internal variations in the stagnant fluid
temperature and the induced internal pressure pulsations as a re-
sult of oscillating thermal loads is expressed according to the fol-
lowing relation:

H[
h

ho
5~11HT1Hp! (1)

whereh, ho , andH are the thin film thickness, a reference film
thickness and the dimensionless thin film thickness, respectively.
The variablesHT and Hp are the dimensionless motion of the
upper plate due to the thermal expansion of the stagnant fluid and
the dimensionless motion of the upper plate as a result of the
deformation of seals due to the average internal pressure of the
working fluid, respectively. It is assumed that the fluid is Newton-
ian having constant average properties except for the thermal
conductivity.

The general two-dimensional continuity, momentum and energy
equations for a laminar flow of the working fluid inside the thin
film are given as

]u
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rcpS ]T
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1u

]T

]x
1v

]T

]y D5
]

]x S k
]T

]x D1
]

]y S k
]T

]y D (5)

whereT, u, v, r, p, m, cp , and k are temperature, dimensional
axial velocity, dimensional normal velocity, average density, pres-
sure, average dynamic viscosity, average specific heat and the
thermal conductivity, respectively. The previous fluid properties
are for the pure working fluid in the case where the fluid is free
from any suspensions. In the presence of suspended ultrafine par-
ticles, the previous properties will be for an approximated new
continuum fluid composed from the mixture of the pure fluid and
the suspensions~Xuan and Roetzel@13#!. The new properties are
related to the fluid and the particle properties through the volume
fraction of the suspended particles inside the thin film and the
thermal dispersion parameter. These relations are found in the
literature~e.g., Xuan and Roetzel@13#!.

The following dimensionless variables will be utilized to non-
dimensionalize Eqs.~2!–~5!:

X5
x

B
Y5

y

ho
(6a,b)

t5vt (6c)

U5
u

~vB1Vo!
V5

v
hov

(6d,e)

P5
p2pe

mS v1
Vo

B D «22

(6f)

u5
T2T1

~qoho!/ko
(6g)

where v, T1 , pe , qo , and Vo are the reference frequency of
thermal load, inlet temperature of the fluid, a constant represent-
ing the exit pressure, reference heat flux and a constant represent-
ing a reference dimensional velocity, respectively. The termko
corresponds to the working fluid thermal conductivity in the ab-
sence of any suspensions while it is the stagnant thermal conduc-
tivity, free from the dispersion term, for the dilute mixture be-
tween the fluid and the ultrafine suspensions. The stagnant thermal
conductivity has usually an enhanced value when compared to
that of the pure fluid for metallic particles~Eastman et al.@15#!.

It is assumed that the upper plate is insulated to simplify the
analysis and that the lower plate is subjected to a periodically
varying wall heat fluxqL condition according to the following
relation:

qL5qo~11bq sin~gvt !! (7)

where bq and g are the dimensionless amplitude of the lower
plate’s heat flux and a dimensionless frequency, respectively. The
variablesX, Y,t, U, V, P, andu are the dimensionless forms ofx,
y, t, u, v, p, andT variables, respectively. The parameter« ap-
pearing in Equation~6f! is the perturbation parameter,«5ho /B.

For the thin film shown in Fig. 1~c!, the displacement of the
upper plate due to internal pressure variations is related to the
average dimensionless pressure of the working fluid,PAVG ,
through the theory of linear elasticity by the following relation:

Hp5FnPAVG (8)

This is based on the fact that the upper plate is assumed to be rigid
and that the applied force on an elastic material~the soft seal is
assumed to behave as an elastic material! is proportional to the
elongation of this material~Norton @16#!. The parameterFn is
referred to as the fixation parameter and it is a measure of the
softness of the seal, soft seals have largeFn values. It is equal to

Fn5
m~Vo1vB!

E«2ds

, (9)

where E and ds are the effective modulus of elasticity for the
complex seal and a characteristic parameter which depends on the
seal’s dimensions and the thin film widthD, respectively. The
quantityds is equal to the effective dimension of the seal’s cross
section times the ratio of the total length of the seal divided by the
thin film width D. The seal is considered to have isotropic prop-
erties. Further, the effective dimension of the seals times their
total length represents the contact area between the seals and the
upper or lower plates when the seals have a rectangular cross
section as shown in Fig. 1. Other than this, the effective diameter
requires a theoretical determination.

In this work, the analysis is performed for relatively small ther-
mal load frequencies in order to ascertain that squeezing gener-
ated flows have relatively small Reynolds numbers. For these fre-
quencies, Eq.~8! is applicable and the inertia effect of the upper
plate is negligible. Moreover, the increase in the thickness due to
a pressure increase in the thin film causes a reduction in the stag-
nant fluid pressure. This action stiffens the sealing assembly.
Therefore, the parameterE is considered to be the effective modu-
lus of elasticity for the sealing assembly not for the seal itself.
Practically, the void widthG is assumed to be large enough such
that a small increase in the stagnant fluid pressure due to the
expansion can support the associated increase in the elastic force
on the seal.

The dimensionless displacement of the upper plate due to ther-
mal expansion is related to the dimensionless average temperature
of the lower plate, (uW)AVG , by the following linearized model:

HT5FT~uW!AVG (10)

whereFT is named the dimensionless thermal expansion param-
eter. It is equal to
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FT5A*
bTqoho

ko
CF (11)

whereA* is a constant depending on the voids dimensions and
geometry. The parameterbT is the volumetric thermal expansion
coefficient of the stagnant fluid in its approximate form:

bT'~1/Vso!@~Vs2Vs1! /~Ts2T1!#ups1

evaluated at the pressureps1 corresponding to the stagnant fluid
pressure at the inlet temperatureT1 . The quantitiesVs1 and Vs
represent the void volumes at normal operating conditions when
the stagnant fluid is atT1 and at the present stagnant fluid tem-
peratureTs , respectively. The parameterVso represents the void
volume at the reference condition. The factorCF represents the
volumetric thermal expansion correction factor. This factor is in-
troduced in order to account for the increase in the stagnant pres-

sure due to the increase in the elastic force in the seal during the
expansion which tends to decrease the effec-tive volumetric ther-
mal expansion coefficient. It approaches one as the void widthG
increases and it needs to be determined theoretically.

The parameterFT is enhanced at elevated temperatures for liq-
uids and at lower temperature for gases becausebT increases for
liquids and decreases for gases as the stagnant temperature in-
creases. Dimensionless thermal expansion parameter is also en-
hanced by a decrease inko , an increase inqo , an increase inFn
or by increases inho . It is worth noting that Eq.~10! is based on
the assumption that the stagnant fluid temperature is similar to the
lower plate temperature since entire void surfaces are considered
insulated except that facing the lower plate. Furthermore, the heat
flux of the heating source is applied on the portion of the lower
plate that is facing the working fluid. The other portion which
faces the seals is taken to be isolated from the heating source and

Fig. 2 Effects of the dimensionless thermal expansion parameter FT on „a… dimensionless thin film thickness H, „b… dimension-
less average lower plate temperature „uW…AVG , „c… dH Õd t, and „d… exit Nusselt number Nu L
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the environment to minimize the variation in the lower plate tem-
perature along the width direction.

In the presence of suspended ultrafine particles in the working
fluid, the thermal conductivity of the working fluid composed
from the pure fluid and suspensions is expected to vary due to the
thermal dispersion~Xuan and Roetzel@13#!. To account for these
variations, the following model which is similar to Xuan and
Roetzel@13# model that linearly relates the effective thermal con-
ductivity of the working fluid to the fluid speed is utilized:

k~X,Y,t!5ko~11lAU2~X,Y,t!1L2V2~X,Y,t!!5kof~X,Y,t!
(12)

wherel and L are the dimensionless thermal dispersion coeffi-
cient and the reference squeezing to lateral velocity ratio. They are

l5C* ~rcp!ho~Vo1vB! (13a)

L5
«s

12
(13b)

whereC* is the coefficient of the thermal dispersion which de-
pends on the diameter of the ultrafine particles, its volume fraction
~ratio of the particles volume to the total thin film volume!, and
both fluid and ultrafine particles properties.

It is worth noting that the term ultrafine suspensions indicate
that the particle is extremely small compared with the thickness of
the thin film. The coefficientC* is expected to increase by an
increase in the diameter of the particles, their volume fraction,
their surface roughness and the working fluid Prandtl number, Pr
5(rcpy)/ko . On the other hand, the stagnant thermal conductiv-
ity ko increases with an increase in both the volume fraction and
the surface area of the particles~Xuan and Roetzel@13#!. In the

Fig. 3 Effects of the dimensionless thermal dispersion parameter l on „a… dimensionless average lower plate temperature
„uW…AVG , „b… dimensionless thickness H, „c… temperature Profile, and „d… exit Nusselt number Nu L
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work of Li and Xuan@12#, they showed experimentally that dilute
mixture of ultrafine suspensions and water produced no significant
change in the pressure drop compared to pure water which reveals
that the viscosity is a weak function of the fluid dispersion for a
dilute mixture.

Generally, flows inside thin films are in laminar regime and
could be creep flows as in lubrication. Therefore, the low Rey-
nolds numbers~the modified lateral Reynolds number ReL

5(Voho)«/y and the squeezing Reynolds number ReS5(ho
2v)/y)

flow model is adopted here. This model neglects the transient and
convective terms in momentum equations, Eqs.~3! and~4!. These
terms become incomparable to the pressure gradient and diffusive
terms for small squeezing frequencies and reference velocities.
The application of this model to Eqs.~2!–~4! and the outcome of
the dimensionalization of the energy equation, Eq.~5!, result in
the following reduced non-dimensionalized equations:

U5
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2
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]X
H2S Y

H D S Y

H
21D (14)
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Note that Eq.~17! is based on the assumption that the axial con-
duction is negligible when compared to the transverse conduction.
The parameterss andPS are referred to as the squeezing number
and the thermal squeezing parameter, respectively. They are de-
fined as

s5
12

11
Vo

vB

PS5
rcpho

2v

ko
(18)

Both inlet and exit dimensionless pressures are assumed con-
stant and the following relationship is obtained between the inlet
dimensionless pressure and the squeezing number based on the
assumption that the reference velocityVo represents the average
velocity in the thin film at zero values ofFT andFn :

P i5122s (19)

Accordingly, the dimensionless pressure gradient, the dimension-
less pressure and the average dimensionless pressurePAVG inside
the thin film are related to the squeezing number through the
following equations:

]P~X,t!
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dt S X2
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(22)

Thermal Boundary Conditions. The dimensionless thermal
boundary conditions for the previously defined problem are taken
as follows:

u~X,Y,0!50, u~0,Y,t!50,

]u~X,0,t!

]Y
52~11bq sin~gt!!,

]u~X,H,t!

]Y
50 (23)

Based on the physical conditions, the Nusselt number is defined
as

NuL~X,t![
hcho

k
5

1

u~X,0,t!2um~X,t!
5

1

uW~X,t!2um~X,t!
(24)

The parameterum is the dimensionless mean bulk temperature. It
is given as

um~X,t!5
1

Um~X,t!H E
0

H

U~X,Y,t!u~X,Y,t!dY

(25)

Um~X,t!5
1

H E
0

H

U~X,Y,t!dY

whereUm is the dimensionless average velocity at a given section.

3 Numerical Procedure
The procedure for the numerical solution is summarized as fol-

lows:
1! Initially, a value forHT is assumed.
2! At the present time, the dimensionless thickness of the thin

film H is determined by solving Eqs.~1!, ~8!, ~9!, and~22!, simul-
taneously, using an explicit formulation. The velocity field,U and
V, is then determined from Eqs.~14!, ~15!, and~20!.

3! At the present time, the reduced energy equation Eq.~17! is
transferred into one with constant boundaries using the following
transformations:t*5t, j5X andh5Y/H. A tri-diagonal solution
~Blottner @17#! was implemented along with a marching scheme.
Backward differencing was chosen for the axial convective and
transient terms and central differencing was selected for the de-
rivatives with respect toh. The values of 0.008, 0.03, 0.001 were
chosen forDj, Dh, andDt* , respectively.

4! HT is updated from Eq.~10! and steps~2!–~4! are repeated
until

U~HT!new2~HT!old

~HT!new
U,1026 (26)

5! The converged solution for the flow and heat transfer inside
the thin film is determined at the present time.

6! Time is advanced byDt* and steps~1!–~5! are repeated.
Numerical investigations were performed using different mesh

sizes and time steps to assess and ascertain grid and time step
independent results. It was found that any reduction in the values
of Dj, Dh andDt* below Dj50.008,Dh50.03, andDt*50.001
results in less than 0.2% error in the results.

Fig. 4 Effects of the dimensionless dispersion parameter l on
the time variation of the dimensionless thin film thickness
dH Õd t

Journal of Heat Transfer OCTOBER 2003, Vol. 125 Õ 921

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In the results, the maximum value of the parametersPS is cho-
sen to be 1.0. Beyond this value, the error associated with the low
Reynolds number model will increase for moderate values of the
dimensionless thermal expansion parameter, fixation parameter,
and the Prandtl number. As an example, the order of transient and
convective terms in the momentum equations were found to be
less 1.0% that of the diffusive terms forPS51.0, Pr56.0,Fn
50.05, FT50.25, bq50.1, ands56.0. The parameters corre-
spond, for example, to a thin film filled with water and having
B5D560 mm, ho50.3 mm, ds50.5 mm, v52.0 s21, Vo

50.12 m/s, andE51.6(105) pa.

4 Results and Discussions
Ideal gases produce a 15% increase in the void volume at room

conditions for a 45°C maximum temperature difference. Further,
Li and Xuan@12# reported a 60% increase in the convective heat

transfer coefficient for a volume fraction of copper ultrafine par-
ticles of 2.0%. Accordingly, the parametersFT andl were varied
until comparable changes have been attained in the dimensionless
thin film thickness and the Nusselt number.

4.1 Effects of Dimensionless Thermal Expansion Param-
eter. Figure 2~a!illustrates the effects of the dimensionless ther-
mal expansion parameterFT on the dimensionless thicknessH of
the thin film. The parameterFT can be increased either by an
increase in the volumetric thermal expansion coefficient of the
stagnant fluid or by an increase in dimensional reference tempera-
ture (qoho)/ko . Both factors make the flexible complex seal
softer thus dimensionless thicknessH is increased asFT increases
as shown in Fig. 2~a!. This allows more coolant to flow causing
reductions in the average dimensionless lower plate’s temperature

Fig. 5 Effects of the thermal squeezing parameter PS and the squeezing number s on „a… dimensionless average lower plate
temperature „uW…AVG , „b… dimensionless thin film thickness H, and „c… dH Õd t
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(uW)AVG as clearly seen in Fig. 2~b!which can provide additional
cooling to any heated surface such as surfaces of electronic
components.

Figure 2~b!can be also read as follows: as thermal load in-
creases, the average lower plate’s temperature increases however
this increase can be reduced by using a flexible complex seal. This
additional cooling is obtained with no need for external control-
ling devices which provides extra safety for an electronic compo-
nent, as an example for a heated surface, when their thermal loads
increase over the projected capacity. The fluctuation rate at the
upper plate,udH/dtu, is noticed to increase asFT increases as
shown in Fig. 2~c!. This could be an advantage for the cooling
process especially at high levels of fluctuation rates since it will
enhance the thermal dispersion in the coolant when suspended
ultrafine particles are present. The Nusselt number is decreased as
FT increases as shown in Fig. 2~d! because it is inversely propor-
tional to H. This is the reason for the fact that the percentage
decrease in lower plate temperatures is lower than the percentage
increase in the thin film thickness asFT increases.

4.2 Effects of Dimensionless Thermal Dispersion Param-
eter. Figure 3~a!describes the effects of the dimensionless ther-
mal dispersion parameterl of the coolant fluid on the average
lower plate’s temperature of the thin film. This parameter can be
increased either by increasing the diameter of the ultrafine par-
ticles or increasing the roughness of these particles while keeping
a fixed volume fraction inside the coolant. This insures that ther-
mal squeezing parameter remains constant. Figure 3~a! physically
shows that the thermal dispersion can provide additional cooling
to a heated element, thus it causes an additional reduction in the
average dimensionless lower plate temperature (uW)AVG . Part of
this cooling is due to the expansion process since it results in
flooding of the working fluid which increases the irregularity and
the random motion of the particles. This causes additional en-
hancements in the energy exchange rate. Another Part for the en-
hancement in the cooling is attributed to the fact that the noise in
the thermal load, especially those having heterogeneous fluctua-
tion rates, produces additional squeezing due to the velocities that
appear in Eq.~12!.

Due to the reduction in the lower plates temperatures asl in-
creases, the dimensionless thin film thickness decreases asl in-

creases as depicted in Fig. 3~b!. It is worth noting that additional
enhancements in the thermal dispersion effect are expected as
both the perturbation parameter and the squeezing number in-
crease as suggested by Eqs.~12! and~13!. Both effects result in a
magnification in the fluctuation rates in the flow which causes
additional increases in the cooling process. In our example, the
perturbation parameter and the fluctuation rates are small and their
effects are not noticeable.

The reduction in thermal resistance across the transverse direc-
tion whenl increases causes the temperature profiles to be more
flattened asl increases as seen in Fig. 3~c!. Accordingly, the Nus-
selt number increases asl increases as seen in Fig. 3~d!. It can be
seen in Fig. 4 that the fluctuation rate at the upper plate,udH/dtu,
decreases asl increases. As a result, ultrafine particle suspensions
inside thin films supported by flexible complex seals not only
cause enhancements in heat transfer but also make these thin films
dynamically more stable. In this example, an increase inl be-
tween zero and unity cause a reduction in the average lower tem-
perature by dimensionless temperature of 0.12 and an increase in
the Nusselt number by 50%.

4.3 Effects of Thermal Squeezing Parameter and the
Squeezing Number. Figure 5~a!shows the effects of the ther-
mal squeezing parameterPS and the squeezing numbers on the
average dimensionless lower plate temperature (uW)AVG . It is
clearly seen that the lower plate temperature decreases asPS in-
creases and ass decreases. Both effects tend to increase thermal
convection which decreases the lower plate temperature. The in-
crease inPS means an increase in the thermal capacitance of the
working fluid and a decrease ins indicates an increase in the
reference velocity. Accordingly, the dimensionless thicknessH de-
creases asPS increases as shown in Fig. 5~b!. In addition, the
pressure force inside the thin film increases ass decreases causing
an increase inHp while HT decreases ass decreases due to the
enhancement in the cooling. As a result, the thin film thickness is
noticed to vary slightly whens decreases as illustrated in Fig.
5~b!. As seen in Fig. 5~c!, the fluctuation rate at the upper plate is
found to increase ass increases while it decreases asPS in-
creases. Also, the fluctuation rate at the upper plate is shown to
more pronounced toPS more than tos.

Fig. 6 Effects of the fixation parameter Fn and the dimensionless thermal load amplitude bq on „a… dimensionless average lower
plate temperature „uW…AVG , and „b… dimensionless thin film thickness H
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4.4 Effects of the Fixation Parameter and the Amplitude
of the Thermal Load. Figure 6~a!shows the effects of the fixa-
tion parameterFn and the dimensionless amplitude of the thermal
load bq on the average dimensionless lower plate temperature
(uW)AVG . Since soft seals possess largeFn values,H increases
and lower plate temperature decreases asFn increases as shown in
Figs. 6~a!and 6~b!. Further, these figures show that an increase in
the amplitude of the heat flux results in an increase in the fluctua-
tion rate at the upper plate and the lower plate temperature but
their mean values are almost unaffected.

4.5 Effects of Dimensionless Thermal Expansion Param-
eter on Average Pressure. Figure 7 shows the effects ofFT on
the average dimensionless pressure inside a thin film supported by
a flexible complex seal. The periodic behavior of the heat flux
results in a periodic variation in the average pressure inside the
thin film. The fluctuation in the pressure increases asFT increases
as seen in Fig. 7. Further, it is noticed that the thermal load ex-
ceeding the internal pressure by a phase shift approximately equal
to p/~2g!. According to Fig. 7, the induced pressure pulsation can
be used as a measurable quantity in order to read, diagnose or for
feedback to control the heating source.

5 Conclusions
Flow and heat transfer inside thin films supported by soft seals

separating voids of stagnant fluid having a large value the volu-
metric thermal expansion coefficient have been analyzed in this
work in the presence of suspended ultrafine particles in the cool-
ant fluid. The thermal load was taken to be periodic. The govern-
ing continuity, momentum and energy equations were nondimen-
sionalized and reduced to proper forms for small Reynolds
numbers and negligible axial conduction. The deformation of the
seal was related to the internal pressure and lower plate’s tempera-
ture by theory of elasticity and a linearized model for thermal
expansion. The velocity field and the solution of the energy equa-
tion were found using an iterative scheme and a marching tech-
nique in both the axial direction and time domains.

Increases in the coefficient of thermal expansion, dispersion
parameter, fixation parameter and thermal squeezing parameter
were found to cause enhancements in the cooling process. The
thermal dispersion parameter was found to increase the stability of
the thin film by decreasing fluctuation rates in the flow. The noise
in the thermal load was found to affect the amplitude of the thin
film thickness, Nusselt number and the lower plate temperature as
well as their variations rate. However, it has a negligible effect on
their mean values. Finally, flexible complex seals are useful in

enhancing the cooling and can be used for additional purposes
such as for diagnosing functions for heating sources as long as
they possess large thermal expansion coefficient.
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Nomenclature

A* 5 a void dimension parameter
B 5 thin film length

CF 5 volumetric thermal expansion correction factor
C* 5 coefficient of thermal dispersion
cp 5 average specific heat of the working fluid or the

dilute mixture
D 5 width of the thin film
ds 5 characteristic parameter of the seal
E 5 effective modulus of elasticity for the sealing as-

sembly
G 5 width of the void

Fn 5 fixation parameter
FT 5 dimensionless thermal expansion parameter

H, h, ho 5 dimensionless, dimensional and reference thin film
thicknesses

hc 5 convective heat transfer coefficient
k 5 thermal conductivity of the working fluid or the

dilute mixture
ko 5 reference thermal conductivity of the fluid

NuL 5 lower plate’s Nusselt number
PS 5 thermal squeezing parameter

p 5 fluid pressure
qo 5 reference heat flux at the lower plate

T, T1 5 temperature in fluid and the inlet temperature
t 5 Time

Vo 5 reference axial velocity
U, u 5 dimensionless and dimensional axial velocities
V, v 5 dimensionless and dimensional normal velocities
X, x 5 dimensionless and dimensional axial coordinates
Y, y 5 dimensionless and dimensional normal coordinates

Greek Symbols

bq 5 dimensionless amplitude of the thermal load
bT 5 coefficient of volumetric thermal expansion of the

stagnant fluid
« 5 perturbation parameter
g 5 dimensionless frequency
m 5 averaged dynamic viscosity of the working fluid or

the dilute mixture
u, um 5 dimensionless temperature and dimensionless mean

bulk temperature
uW 5 dimensionless temperature at the lower plate

r 5 averaged density of the working fluid or the dilute
mixture

y 5 averaged kinematic viscosity of the working fluid or
the dilute mixture

t, t* 5 dimensionless time
s 5 squeezing number
v 5 reciprocal of a reference time~reference squeezing

frequency!
h 5 variable transformation for the dimensionless

Y-coordinate
l 5 dimensionless thermal dispersion parameter
P 5 dimensionless pressure

P i 5 dimensionless inlet pressure
L 5 reference lateral to normal velocity ratio

Fig. 7 Effects of the dimensionless thermal expansion param-
eter FT on the average dimensionless pressure inside the thin
film PAVG
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A Study of Fin Effects in the
Measurement of Temperature
Using Surface-Mounted
Thermocouples
The present study addresses the effects of thermocouples on the measured temperature
when such thermocouples are mounted directly on the surface of the object. A surface-
mounted thermocouple is a very convenient way of measuring the surface temperature.
However, the heat conduction into/from the thermocouple wire changes the local tempera-
ture at the thermocouple junctions along with the immediate vicinity of the thermocouple.
As a consequence, the emf appearing at the thermocouple terminals does not correspond
to the actual surface temperature. In this paper, we first discuss the general characteris-
tics of the enhanced heating/cooling due to the so-called ‘‘fin effects’’ associated with the
surface-mounted thermocouples. An embedded computational model is then developed so
that the model can be used in conjunction with a regular FEM model for the multidimen-
sional calculation of the heating or cooling of a part. The embedded computational model
is shown to offer very accurate calculation of the temperature at the junction of thermo-
couple wire. The developed computational model is further used in the inverse heat
transfer calculation for a Jominy end quench experiment.@DOI: 10.1115/1.1597622#

Keywords: Heat Transfer, Measurement Techniques, Numerical Methods, Thermocouples

Introduction
Temperature is one of the controlling parameters in many ther-

mal processing technologies of metals. It is crucial to have knowl-
edge of the changing temperature in the part being processed so
that the target product quality can be achieved. In general, the
knowledge of changing temperature in the part can be used in two
broad areas. In the first area, temperature is used as a signal for
process control. In the second area, the temperature is used as a
parameter to infer the part property/quality at the end of process-
ing. Usually, this is carried out in the stage of process design and
development. For example, FEM~finite element method! based
computational analyses have been performed intensively to study
the temperatures in the part for better understanding and control of
the product properties~Majorek et al.@1#, Wallis and Craighead
@2#, Schroder@3#, Zhou and Tszeng@4#!. In experimental study, the
parts may be instrumented with temperature sensors, and go
through the actual process. Collected temperature histories are
then used for further improvement of the process being developed.

Thermocouples are one of the most commonly used tempera-
ture sensing techniques for monitoring the part temperature in
thermal processing of metals, among many other applications. If
there is a need to know the temperature inside the part, the junc-
tion of thermocouple wires has to be embedded in a hole that is
drilled into the part. Practical difficulties do exist that can prevent
the accurate and reliable reading of the interior temperatures~Park
et al. @5#, Cross et al.@6#, Saraf@7#!. In some applications, ther-
mocouples are employed to acquire the temperatures at locations
very close to the surface so that the temperature histories will be
used in the inverse heat transfer calculation for determining the
surface heat transfer coefficients~Cross et al.@6#, Saraf @7#,
Tszeng@8#, Beck and Osman@9#, Beck et al.@10#!. The require-

ment of using surface temperature for inverse calculation is based
on the fact that better solution stability can be achieved~Cross
et al. @6#, Tszeng@8#, Beck et al.@10#, Gummadam and Tszeng
@11#!. Thermocouple placed in a hole drilled from the opposite
side of the surface can never reach to the actual surface. Further, it
is very difficult to know the exact location of the thermocouple
junction. Even a small error in the thermocouple location under
the surface can lead to a large temperature difference between the
surface and the thermocouple junction in the situations when large
temperature gradient exists.

While infrared technique is available for the measurement of
surface temperature, it is limited to the situations that the medium
is transparent to the infrared light. Many industrial thermal pro-
cessing for metals are carried out in the opaque media including
water, oil, polymer, etc. For such applications, thermocouples are
still the commonly used technique for temperature measurement.

When thermocouple wires are mounted directly on the object
surface~usually by spot weld!, the temperature appearing at the
thermocouple junction is thought to be the surface temperature.
However, among other difficulties in chemical and mechanical
origins, there are important issues needed to be resolved for the
surface-mounted thermocouples to render accurate temperature
sensing. In order to facilitate the discussion, it is important to
recognize the different types of surface-mounted thermocouples.
Thermocouples can be installed on the surface in at least two
common configurations. For the bead-type junctions, the two dis-
similar thermocouple wires~e.g., Alumel and Chromel for K-type
thermocouples!first form a junction by welding. The junction is
then attached to the object surface by spot welding. A schematic is
shown in Fig. 1. The generated emf is uniquely related to the
temperature that appears at the bead junction. Because of the finite
volume of the bead and the possibly large temperature gradient
under the surface, the temperature at the junction may not be
exactly the same as that on the undisturbed surface of the object.

The second type of junction is called intrinsic junction, because
the material whose temperature is to be measured forms a part of
the thermoelectric circuit. Usually two dissimilar thermocouple
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Cudahy, WI 53110.
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wires are separately spot welded to the surface directly; with the
spacing between the two wires ranges between one to two wire
diameters~Park et al.@5#, Saraf@7#!. A schematic of the installa-
tion is shown in Fig. 1. Park et al.@5# theorized that the generated
emf in intrinsic junctions is corresponding to a ‘‘virtual junction’’
that lies at a location somewhere between the two physical junc-
tions. Based on this postulation, there is a need for them to know
the temperature at the virtual junction although its location is not
known. However, according to the law of homogeneous thermo-
couple circuit@12,13#, the homogeneous metal connecting the two
junctions~referring to the object material between the two junc-
tions!of same temperature in the electric circuit does not contrib-
ute to the generated emf, even there is temperature gradient in the
connecting metal. Contrary to that stated in Park et al.@5#, the
generated emf is only related to the temperatures at the two junc-
tions where the thermocouple wires meet the object. In the situa-
tions when there is a temperature difference between the two junc-
tions during rapid cooling/heating, a three-wire thermocouple
circuit may become needed@13#.

Since the junctions lie on the object surface for intrinsic junc-
tions, the temperature appearing at the thermocouple junction
would be very close to the actual surface temperature. There are
many factors that can contribute to the errors involved with the
surface temperature measurement using intrinsic junctions@14#.
For example, heat conduction into or from the attached thermo-
couple wires can alter the temperature at the thermocouple junc-
tion as well as its immediate vicinity. This problem is also com-
mon to the bead-type junction mentioned earlier. A number of
methods and simplifying assumptions have been utilized in mod-
eling the transient response of thermocouples@14–18#. Hennecke
and Sparrow@14# first developed the analytical solution of the
temperature distribution in a semisolid when a circular heat sink is
present at the surface. Then the solution to the problems of
surface-mounted thermocouples was obtained by matching the
heat flux at the thermocouple junction. In that study, the lateral
heat loss per unit length of the thermocouple was determined by
the temperature difference at surface and the thermal resistance
which was assumed to be known. In fact, the thermal resistance
on the surface of thermocouple wire should be formulated as
@15,16#

R5
1

2prh
1

ln~r o /a!

2pki
, (1)

where r is the radius of thermocouple wire,r o andki are the outer
radius and thermal conductivity of the insulation layer, andh is
the heat transfer coefficient on the outer surface. Therefore, the
thermal resistance can not be considered as a known variable.
Keltner and Beck@16# derived several analytical relationships for
error corrections based on Laplace transforms for simple mea-
sured response like step or ramp temperature changes. Litkouhi
and Beck@17# developed a multimode unsteady surface element
method due to step change in substrate temperature. Segall@18#
modified the method of Keltner and Beck@16# by using Du-
hamel’s integral to include intrinsic thermocouples with a mea-
sured response that can be approximated by an arbitrary third-
order polynomial. All of the above-mentioned solution methods
assumed the thermal properties to be temperature-independent.
Park et al.@5# examined this subject by numerical calculation us-
ing FEM, and concluded that significant error can be introduced
into the measured temperature signals by the fin effects associated
with the direct attachment of thermocouple wires to the surface.
The two-dimensional numerical model used in the work of Park
et al. @5# requires the thermocouple wire to lie along the center
axis of the coordinate system. Because of this constraint, only one
thermocouple is allowed on an object in a two-dimensional axi-
symmetric model. An industrial-scale study on the thermal pro-
cessing of a critical part usually requires multiple thermocouples
on the part. In this situation, three-dimensional models are needed.
Given the fact that a thermocouple wire can be as small as
0.02 mm in diameter for better response time, FEM meshing in-
volving two length scales in three dimensions can be difficult and
impractical.

In this paper, we first discuss the general characteristics of the
enhanced heating/cooling due to the so-called ‘‘fin effects’’ asso-
ciated with the surface-mounted thermocouples. An embedded
computational model is then developed so that the multiple ther-
mocouples can be used in conjunction with a regular FEM model
for the multidimensional calculation of the heating or cooling of a
part. We examine the solution accuracy and its sensitivity to the
element size in the parent object. The developed computational
model is further used in the inverse heat transfer calculation for a
Jominy end quench experiment.

Temperature Affected by Surface-Mounted Thermo-
couples

The effects of surface-mounted thermocouple on the object
temperature are first examined in detail. Although the thermo-
couple junction considered in this section is of the intrinsic type,
with some modification to the wire size, the model can be used to
analyze the bead-type junctions. The computational model is
based on the FEM. A simple model is shown in Fig. 2~a! that
depicts an axisymmetric object with a thermocouple wire mounted
at the center of the top surface. The model considers that the
thermocouple wire is exposed to the environment without any
insulation or protective sleeve. Due to the symmetry, only half of
the objects need to be modeled. The elements are four nodes lin-
ear element. Detailed background information about the thermal
model by FEM can be found in reference@19#. The thermocouple
wire is 0.4 mm in diameter and 10 mm in length. The length of 10
mm in the model is considered to be the exposed portion of the
thermocouple wire. The FEM mesh is much finer in the region
close to the junction so that enough spatial resolution is provided.
It is understood that there are actually two junctions with a spac-
ing of about one or two wire diameters for intrinsic junction. For
the time being, we assume that there is no interaction between the
two junctions. This assumption will be examined in a later part of
this paper.

The top surface of the parent object and the thermocouple wire
surface are exposed to the environment; all other surfaces are
assumed to have zero heat flux~insulated!. Since the thermo-
couple wire in the model is relatively long compared with its
diameter, the thermal boundary condition at its far end can be

Fig. 1 Two types of junction for installing surface-mounted
thermocouples
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assumed to be insulted@14#. However, the reality is that such
boundary condition does not have great effects on the resulted
temperature field. The interfacial heat transfer between the object
and the environment is governed by the equation,q5h(Ts
2T`), in which, q is the surface heat flux,h is the heat transfer
coefficient,Ts is the surface temperature, andT` is the environ-
ment temperature. Note that the convective and radiation heat
transfer are both accounted for in the global heat transfer coeffi-
cient, h. In the present case, a constant heat transfer coefficient
h52 kW/m2/K is applied throughout the top surface of the object
including the thermocouple. The environment temperature re-
mains constant at 20°C. The initial temperature distribution is
assumed to be uniformly at 945°C in the object. While the FEM
allows different thermophysical properties for each material in the
model, the same thermophysical properties are assumed for the
object and the thermocouple, of which the thermal conductivity
k515 W/m/K and heat capacityrc553106 J/m3/K. Note that
these data are used here mainly for the purpose of illustration, the
actual properties are not only different between thermocouple
wire and the object material, but also temperature dependent. This
issue will be discussed in a later part of this paper.

The temperature picked up by the thermocouple is correspond-
ing to the temperature at the object-thermocouple junction. The
junction has a cross section same as that of the thermocouple; it is
possible that there is some temperature variation at the junction.
Since the emf is related to the temperature at the junction, it is

therefore interesting to know the distribution of temperature at the
junction. We will examine the actual temperature variation at the
junction in a later part of this paper. The computation is carried
out by the FEM package HOTPOINT@19#. The calculated tem-
perature distribution in the vicinity of thermocouple junction at
0.1 second in quenching is shown in Fig. 3. At that time, the
temperature is about 830°C at the thermocouple junction, com-
pared with the undisturbed surface temperature of about 870°C.
Apparently, the installation of thermocouple enhances the lo-
cal cooling in the vicinity of junction by conducting heat from
the surface into the thermocouple and then dissipating in the
environment.

The temperature picked up by the thermocouple is correspond-
ing to the temperature at the object-thermocouple junction. The
junction has a cross section the same as that of the thermocouple.
According to Fig. 3, the temperature is not evenly distributed in
the plane of the thermocouple junction. It is interesting to examine
the variation of the temperature at the junction. The histories of
temperature respectively corresponding to the center and the edge
of the junction are shown in Fig. 4. In the earlier stage~the first
0.04 second!, the edge of the junction is cooled faster that that at
the center. Afterward, the temperature at the center drops much
faster. The temperature difference between the center and the edge
nonetheless keeps mostly constant later in the quenching. The
same figure also shows the undisturbed surface temperature at a
location 5 mm from the center of the junction. At one second in

Fig. 2 The simple two-dimensional axisymmetric model and FEM mesh for surface-mounted thermocouple on an object. The
mesh only represents symmetric half of the domain. The top surface of the parent object and the thermocouple wire surface
are exposed to the environment; all other surfaces are assumed to have zero heat flux „insulated …. „a… Thermocouple wire
diameterÄ0.4 mm; „b… Wire diameter Ä0.04 mm.
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the quenching, the difference between the temperature at the cen-
ter of the junction and the undisturbed surface temperature en-
larges to about 100°C.

In the following case, the effects of thermocouple wire diameter
is examined. All other parameters remain the same as that of the
previous case. The FEM mesh is shown in Fig. 2~b!. The histories
of temperature respectively corresponding to the center and the
edge of the junction are shown in Fig. 5. Similar to the previous
case corresponding to a thermocouple wire diameter of 0.4 mm,
the center of the junction is cooled faster that that at the edge. The
temperature difference between the center and the edge nonethe-
less keeps mostly constant later in the quenching. The same figure
also shows the undisturbed surface temperature at a location 5 mm
from the center of the junction. Again, the difference between the
temperature at the center of the junction and the undisturbed sur-
face temperature is very significant.

A brief comparison between the effects of thermocouple wire
diameter is given in Fig. 6. In this figure, the temperatures at the
center of the junction for both cases are shown. While both cases
indicate the significance of the fin effects due to surface-mounted
thermocouples, the smaller wire diameter brings less overall im-
pact to the junction temperature. The less fin effect corresponding
to a smaller wire diameter is mainly due to the smaller cross-
sectional area for heat conduction through the junction. Theoreti-
cally, it can be postulated that the effect of thermocouple should
diminish to nil when the wire diameter approaches to zero.

Figure 6 indicates that the temperature at the junction of ther-
mocouple with smaller wire diameter decreases faster in the ear-
lier stage of quenching. Experimentally, Saraf@7# measured the
temperatures from intrinsically mounted thermocouples of two
wire diameters~0.32 mm versus 0.038 mm! on a 4142 steel disk
of 66.8 mm-diameter39.52 mm-height immersed horizontally in

Fig. 3 Distribution of temperature in the vicinity of thermo-
couple junction at 0.1 second in quenching. Initial temperature
is 945°C. Wire diameter Ä0.4 mm

Fig. 4 Temperature histories at the center and at the edge of
the thermocouple junction, respectively. Wire diameter Ä0.4
mm. Also shown is the undisturbed temperature at the surface
„at a location 5 mm from the center of the junction …. „a… In the
first 0.1 second; „b… In the first one second.

Fig. 5 Temperature histories at the center and at the edge of
the thermocouple junction, respectively. Wire diameter Ä0.04
mm. Also shown is the undisturbed temperature at the surface
„at a location 5 mm from the center of the junction ….
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water at 22°C. The exact location of the junctions is 6.38 mm
from the circumference on the diametrically opposite sides from
the bottom center. The results are shown in Fig. 7, which indicate
the same trend that the temperature at the junction of smaller wire
diameter decreases faster in the earlier stage of quenching.

In many applications, thermocouple wires are insulated ther-
mally and electrically except at the junction leads. In order to
examine how the thermal insulation can affect the temperature
appearing at the junction, one should use the actual boundary
condition on the surface of the thermocouple wire as that of Eq.
~1!. Nonetheless, we simply examine the extreme situations when
the thermocouple wire is perfectly insulated although it is under-

stood that the actual insulation materials, e.g., oxides or other
superalloys, used as the sleeves for the thermocouple wires are
never perfect thermal insulator. For this extreme case, the same
model of Fig. 2~a!is used except the thermocouple wire is insu-
lated. The histories of temperature respectively corresponding to
the center and the edge of the junction are shown in Fig. 8, to-
gether with the undisturbed surface temperature. A total reversal is
found in the effect of thermocouple on the temperature; the junc-
tion temperature drops more slowly than that on the undisturbed
surface. Thus, thermocouple wire acts as a thermal shield for the
junction. Similar observation has also been made by Hennecke
and Sparrow@14#. According to the forgoing cases involved with
exposed thermocouple wires and insulated wires, the degree of
influence of surface-mounted thermocouples on the surface tem-
perature also depends on the actual heat transfer between the ther-
mocouple wire and the medium.

Embedded Computational Model for Surface-Mounted
Thermocouples

The FEM model represented in Fig. 2 considers the complete
heat transfer system consisting of the object and the thermocouple
wire. In that model, the thermocouple has to lie along the center
line of the object. In practical applications, there are multiple ther-
mocouples installed at different locations on the object. Since
each thermocouple wire is a three-dimensional object, it is not
possible to construct the model similar to that of Fig. 2 in a two-
dimensional analysis. In this section, we describe the development
of an embedded computational model that can be used in conjunc-
tion with a regular FEM model for the multidimensional calcula-
tion of the heating or cooling of a part with thermocouples at-
tached on the surface.

The embedded computational model is a submodel of smaller
length scale that is used to calculate the local temperature field in
the thermocouple wire and its vicinity in the parent object. The
concept is based on the fact that the thermocouple wire is usually
very thin compared to the radius of curvature on the parent ob-
ject’s surface. Consequently, an axisymmetric model is a good
approximation to the heat transfer phenomena in the thermocouple
wire and the material in the vicinity of thermocouple junction. The
axisymmetric submodel with the FEM mesh is depicted in Fig. 9.
The model consists of two portions; the first one is the body of
thermocouple wire that is exposed to the environment. The second
portion is a finite volume of the object in the vicinity of the junc-
tion. The dimensions of the submodel are normalized so that the
size of the object portion is unity. The actual size of the domain is

Fig. 6 Comparison of the fin effects between thermocouples
of different wire diameter. The temperatures at the center of the
junction for both cases are shown.

Fig. 7 Experimental results from two surface-mounted K-type
thermocouples on a 4142 steel disk with two different wire di-
ameters of 0.32 mm and 0.038 mm, respectively

Fig. 8 Temperature histories at the center and at the edge of
the insulated thermocouple junction, respectively. Wire diam-
eter dÄ0.4 mm. Also shown is the undisturbed temperature at
the surface „at a location 5 mm from the center of the junction ….
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determined by the diameter of the thermocouple wire. Only the
top surface of the submodel is exposed to the environment; other
surfaces of the domain are assigned with appropriate thermal
boundary conditions as indicated in the Fig. 9. The submodel is
superimposed at the actual location of surface-mounted thermo-
couples on the parent object that does not include thermocouple in
the FEM mesh. The properties as well as the thermal boundary
conditions for the submodel are changing according to the particu-
lar location of the surface-mounted thermocouple on the parent
object. It is noted that the thermocouple submodel can be placed
at any location of the surface-mounted thermocouples on the par-
ent object, it does not necessarily have to be along the symmetric
axis of the parent object. Hence, the proposed computational
model has the great flexibility of considering the multiple surface-
mounted thermocouple wires in a two-dimensional analysis.

The embedded computational model is used to calculate the
temperature field in the same cases discussed in the previous sec-
tion. The FEM mesh for the parent object is shown in Fig. 10, in
which the model consists only the parent object. As have been
used before, same thermophysical properties are assumed for the
parent object and the thermocouple. Similar to that of Fig. 2, the
top surface of the object is subjected to a constant heat transfer
coefficient of 2 kW/m2/K. For a thermocouple of wire diameter
0.4 mm ~corresponding to that of Fig. 2~a!! and 1.88 mm in
length, the calculated temperature at the center of the thermo-
couple center is shown in Fig. 11 together with that obtained
earlier using the full model of Fig. 2~a!. The difference between
the calculated results from the two approaches is very small. We
also observed that the results were about the same if the thermo-
couple wire of a greater length was used in the model.

The same submodel is applied to thermocouple of wire diam-
eter 0.04 mm~corresponding to that of Fig. 2~b!! and 0.188 mm in
length. The calculated temperature history at the center of the
junction is shown in Fig. 11. Apparently, significant difference is
found between the results from the submodel and that of the full
model in Fig. 2~b!. The difference is reduced when a longer ther-
mocouple wire~0.376 mm!is used in the submodel, as shown in
Fig. 11. Therefore, in the submodel, it is important to use the
actual length of the exposed portion of the thermocouple wire.

For practical use of the submodel in an FEM calculation, there
is uncertainty regarding the requirement of object meshing for
satisfactory results. Ideally, the element size in the vicinity of the

thermocouple junction should be no larger than the object portion
of the submodel. In order to examine the sensitivity of calculated
results to the mesh size in the parent object, five thermocouples
are mounted on the top surface of the object in Fig. 10; each
thermocouple location corresponds to different element size on
the parent object in the vicinity of the thermocouple junction. The
element size ranges from 0.14 mm30.14 mm at TC no. 1 to 1.29
mm31.29 mm at TC no. 5 in Fig. 10. The dimensions of the
submodel are designed to be proportional to the wire size; thus,
the object portion of the submodel is 0.76 mm30.76 mm for a

Fig. 9 Embedded computational model for calculating the
temperature field in and around the thermocouple

Fig. 10 Mesh system used in conjunction with the embedded
computational model for calculating the temperature field in
and around the thermocouple corresponding to the examples
of Fig. 2. The mesh shown is the right half of the actual axisym-
metric part. The thermocouple is located at the upper left cor-
ner of the domain.

Fig. 11 Temperature histories at the center of the thermo-
couple junction when submodel is used. Wire diameter and
length are indicated in each case. There are two coinciding
curves for the case of wire diameter of 0.4 mm; one from the
submodel and the other from the full model of Fig. 2.
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wire diameter of 0.04 mm. In this respect, the size of elements
close to the location of thermocouple on the parent object in Fig.
10 is smaller than the object portion of the submodel at TC’s no.
1–3. Figure 12 shows the calculated temperature histories at the
center of the thermocouples. For reference, the undisturbed tem-
peratures at the same surface locations of the parent object are
also shown in the figure. Since the side of the parent object is
thermally insulated except the top surface, the heat transfer is
one-dimensional; therefore, the temperatures at all thermocouple
locations should be the same. Except the TC no. 5~element size is
1.29 mm!, all the calculated temperature histories are very close to
each other. It is noted that the undisturbed surface temperature
corresponding to the location of TC no. 5 actually deviate appre-
ciably from those at other locations. Since discretization error
increases with the size of elements, the element size of the parent
object in the region close to the surface has to be small enough in
order to reasonably describe the high gradient of temperature field
close to the surface. In this respect, the element size at TC no. 5 is
too large to render sufficient accuracy. It can be concluded that,
the submodel is less sensitive to the element size than that of the
parent object.

For intrinsic junctions, there are actually two junctions with a
spacing of about one or two wire diameters. The assumption that
there is no interaction between the two junctions allows the use of
single junction in the model. However, it is important to revisit the
assumption for its soundness. The temperatures at locations of
distance of one wire-diameter and two wire-diameters from the
center of the junction are plotted in Fig. 13. The results shown
Fig. 13 indicate that there is interaction between the two junctions
even the spacing is as large as two wire-diameters. Further, the
interactions seem to be more significant for the thermocouples
with larger wire diameter. It can therefore be concluded that the
fin effects as calculated in the model with single junction is un-
derestimated; for cooling, the temperature appears at the junction
would be even lower than the present results. In order to account
for the interactions between the two junctions, a new approach
employing three-dimensional submodel is being developed by one
of the authors.

In all the above calculations, the same thermophysical proper-
ties are assumed for the parent object and the thermocouple~ther-
mal conductivity k515 W/m/K and heat capacityrc55
3106 J/m3/K). At room temperature, the thermal conductivityk
and heat capacityrc for low carbon steels arek545 W/m/K and
rc5113106 J/m3/K, respectively. For the two materials of
K-type thermocouple:k513.5 W/m/K andrc5113106 J/m3/K
for Chromel andk529.4 W/m/K andrc5133106 J/m3/K for
Alumel @20#. Thus, the heat capacity of K-type thermocouples is
close to that of carbon steels, while the thermal conductivity of
Chromel is about one third of the steels. In order to examine the
effects of the different thermophysical properties on the tempera-
ture distribution in the vicinity of thermocouple junction, the ther-
mal conductivity of thermocouple is assigned a value of 5 W/m/K
while that of the parent object maintains a value of 15 W/m/K.
The results are shown in Fig. 14, that also includes a case of very
low thermal conductivity for reference. As one would expect, the
lower thermal conductivity of thermocouple wire reduces the heat
conduction from the substrate to the thermocouple; therefore, the
temperature drop due to fin effect is reduced.

Applications of the Embedded Computational Model
This section presents the application of the developed compu-

tational method to a Jominy end quench test. Jominy test has been
a popular test method for determining the hardenability of steels
~ASTM A 255!. The cooling curves at different distance from the
quench end have been well studied in the past. Some data of the
surface heat transfer coefficients at quenched end have also been

Fig. 12 Temperature history at the center of each thermo-
couple mounted at different locations on the top surface of the
parent object „Fig. 10…. Wire diameter Ä0.04 mm. The exact lo-
cations of thermocouple are shown in Fig. 10; different location
corresponds to different element size in the parent object.

Fig. 13 Histories of surface temperature at locations of different distance from the center of the thermocouple junction;
the distances are zero „center…, one wire diameter, and two wire diameter. The parent object is in Fig. 10. „a… Wire diameter
Ä0.4 mm, „b… wire diameter Ä0.04 mm.
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published. In this section, the theoretical calculation is compared
with the measured temperatures on the Jominy test bar. In particu-
lar, the developed embedded thermocouple submodel will be used
in conjunction with the inverse computation scheme also devel-
oped by one of the authors to determine the surface heat transfer
coefficient. For more detailed discussion on the inverse calcula-
tion please consult Zhou and Tszeng@4#, and Tszeng@8,19#. As a
matter of fact, determining the surface heat transfer coefficients is
one of the main uses of cooling curves in heat treating processes
@6–11#.

A Jominy bar of AISI 4142 steel with 25.4 mm~1 in.! in diam-
eter and 101.6 mm~6 in.! in length was end-quenched after aus-
tenitizing at a temperature of 845°C for 30 minutes in furnace
with oxidation control by placing cast iron blocks in a steel sleeve.
Two K-type thermocouples having wire diameter of 0.25 mm
were used to pick up the temperature at two locations. One ther-
mocouple was mounted at the center on the quenched end of the
Jominy bar and the other was mounted on the side at a distance of
3.8 mm from the quenched end. Note that the water does not wet
the thermocouple mounted on the side. Intrinsic mounting tech-
nique was used to install the thermocouples. A schematic of the
specimen is shown in Fig. 15. Labview 5.0 was used to register
the data using National Instruments ATD board and signal condi-
tioners equipped with PC computer. The sampling rate was kept at
150 Hz. The measured temperatures from the two thermocouples
are shown in Fig. 16. Only the fast cooling stage is shown in the
figure.

In calculating the temperature field, the geometry of the test bar
and the boundary conditions allow the use of an axisymmetric
model for the heat transfer analysis. Furthermore, due to predomi-
nant quenching power from the jet water on the bottom quench
surface, the heat transfer phenomenon is very close to one-
dimension in the axial direction. However, a complete FEM
model that consisting of the test bas as well as the thermocouples
is not axisymmetric. This difficulty is resolved by the use of
embedded thermocouple submodel; the FEM model of the parent
object ~Jominy bar!is axisymmetric, as shown in Fig. 15. While
the FEM allows different thermophysical properties for each ma-
terial in the model, the same thermophysical properties are as-
sumed for the object and the thermocouple, the same thermo-
physical properties of the AISI 4142 steel as shown in Table 1
were used for both the parent object and the thermocouple wire.

In this part of study, only the measured cooling curve at the

quenched end is used in the inverse calculation to determine the
surface heat transfer coefficient. In that procedure, the temperature
at the second thermocouple on the side will be calculated as well.
The results of calculated temperature at both the thermocouple
locations are shown in Fig. 16, with or without the fin effects by
the thermocouple wires. First of all, the calculated temperature at
the quenched end~0 mm! agrees very well with the measured
temperature. The very small residual error in the temperatures at
the quenched end indicates the good performance by the inverse
calculation. Apparently, fin effects produce significant difference
between the undisturbed surface temperature and the temperature
at the thermocouple junctions. At 0.5 second in quenching, the fin
effects lead to a temperature difference of about 150°. At the
thermocouple on the side of a distance of 3.8 mm from the
quenched end, the calculated and measured temperatures agree
very well. Notice that the difference of temperature on the side of
specimen increases at a later time. This is mainly due to the inac-
curate thermophysical properties used in the model; more accurate
data of thermophysical properties reduces the difference@4#.

The calculated surface heat transfer coefficient as a function of
temperature is shown in Fig. 17, in which the calculated heat
transfer coefficient is plotted against the undisturbed~calculated!

Fig. 14 Temperature history at the center of a thermocouple
mounted at the center on the top surface of the parent object
„Fig. 10…. Wire diameter Ä0.04 mm. For the parent object, ther-
mal conductivity kÄ15 WÕmÕK and heat capacity rcÄ5
Ã106 JÕm3ÕK. For the thermocouple material, thermal conduc-
tivity k has the values of 15, 5 or 0.005 W ÕmÕK, and heat capac-
ity rcÄ5Ã106 JÕm3ÕK.

Fig. 15 Instrumented Jominy end quench specimen that is 100
mm-in-length Ã25.5 mm-in-diam. Two thermocouples of intrin-
sic junctions are installed at the indicated locations. TC 1 is
located at the center of the end; TC 2 is located on the lateral
surface „unwetted… at a distance of 3.8 mm from the quenched
end. Wire diameter is 0.25 mm, and spacing between the two
junctions is one wire diameter.
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surface temperature. When the quenching started, the magnitude
of heat transfer coefficient was very low, and reached the maxi-
mum a value at about 350°C. At even lower temperatures, the heat
transfer coefficient decreases. The same figure also shows the heat
transfer coefficient obtained by Buchmayr and Kirkaldy@21#. The
two sets of data do not agree well at high temperatures, but the
discrepancy decreases at a lower temperature. At temperatures
below about 400°C, the agreement is very good.

The present development of the computational method that
combines the inverse calculation on a regular FEM model with the
submodel for the surface-mounted thermocouples provides the
possibility of an efficient and low cost technique of measuring the
surface temperatures as well as the determination of surface heat
transfer coefficients. The surface heat transfer coefficients are one
of the essential parameters for accurate modeling of the many
thermal processing of metal components. Further, for a given
quenching process of a heat-treated part, it is known that the sur-

face heat transfer coefficient in most immersion quenching de-
pends strongly on surface temperature, the location on the surface
~Tensi et al.@22#, Tensi and Totten@23#, Segerberg and Bodin
@24#!. The developed method can be employed to fully explore
this subject. More details are discussed in Zhou and Tszeng@4#.

Concluding Remarks
The present study investigated the fin effects of surface-

mounted thermocouples on the measured temperature. It is found
that the fin effects have great impact on the measured tempera-
tures; the actual effects are dependent on the wire diameter. In
order to overcome the difficulty of calculating the fin effects as-
sociated with a thermocouple attached at an arbitrary location on
the object, we further developed an embedded computational sub-
model that can be used in conjunction with a regular FEM model
for the multidimensional calculation of the heating or cooling of a
part. The embedded computational model is shown to offer very
accurate calculation of the temperature at the junction of thermo-
couple wire. It is also found that the solution behavior is less
sensitive to the element size than the parent object.

In this study, we carried out a Jominy end quench test with
thermocouples attached to the specimen. The measured cooling
curve at the quenched end is used in the inverse calculation
scheme to determine the surface heat transfer coefficient and the
overall transient temperature field. It is found that the calculated
temperature at the thermocouple junction agrees very well with
the measured temperature. The developed computation method
can be used in the efficient technique of determining the surface
thermal boundary conditions for the calculation of changing tem-
perature fields in heat-treated components.
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A Vascular Model for Heat
Transfer in an Isolated Pig Kidney
During Water Bath Heating
Isolated pig kidney has been widely used as a perfused organ phantom in the studies of
hyperthermia treatments, as blood perfusion plays an essential role in thermoregulation of
living tissues. In this research, a vascular model was built to describe heat transfer in the
kidney phantom during water bath heating. The model accounts for conjugate heat trans-
fer between the paired artery and vein, and their surrounding tissue in the renal medulla.
Tissue temperature distribution in the cortex was predicted using the Pennes bioheat
transfer equation. An analytical solution was obtained and validated experimentally for
predicting the steady state temperature distribution in the pig kidney when its surface kept
at a uniform constant temperature. Results showed that local perfusion rate significantly
affected tissue temperature distributions. Since blood flow is the driving force of tissue
temperature oscillations during hyperthermia, the newly developed vascular model pro-
vides a useful tool for hyperthermia treatment optimization using the kidney phantom
model. @DOI: 10.1115/1.1597625#

Keywords: Analytical, Bioengineering, Conjugate, Heat Transfer, Perfusion Rate

Introduction

The pig kidney has a well-organized vascular network. Its ana-
tomic structure and size are very similar to that of the human@1#.
It normally contains a single renal artery that allows good control
of the inlet flow. The isolated pig kidney model developed by
Holmes et al.@2# possesses a vasculature close to that of a living
kidney. They have been widely used as perfused organ phantoms
in the past to examine the inter-relation between blood flow and
tissue temperature during hyperthermia. Zaerr et al.@3# used four
preserved pig kidneys to simulate tissue temperature responses to
the step and ramp changes of flow rates, and to the temperature
controlled changes of flow rates. During their experiments, the
kidneys were perfused with 80 percent ethanol solution via a
pump and heated by an ultrasonic heating system with the con-
stant acoustic power of 15 W. Xu@4# studied the steady state
temperature field in an isolated pig kidney under various perfusion
conditions through which the Pennes equation was validated in
the cortex region. Brown et al.@5# measured tissue temperature
distributions in an isolated canine kidney perfused with saline at
20–25°C that was situated in a water bath at 32°C. The flow
largely affected the tissue temperature distribution. Kolios et al.
studied transient temperature distributions in kidney during a 20s
heat pulse delivered via an 18 gauge needle with hot water run-
ning at 60°C@6,7#. Their results showed that in the regions with-
out large vessels, temperature predictions from the Pennes bioheat
transfer equation@8# were in much better agreement with the ex-
perimental measurements than that predicted using the
Weinbaum-Jiji countercurrent model@9#. However, in the vicinity
of large vessels, the thermal effect of blood was found significant.
Valvano et al.@10# observed similar results in the canine kidney
cortex. Thus, modeling heat transfer between the vessels and their
surrounding tissue is necessary for accurate temperature predic-
tions in these regions.

In this study, an anatomic vascular model was developed to
simulate blood-tissue heat transfer in the isolated pig kidney when

its surface was kept at a uniform constant temperature. In the renal
medulla, conjugate heat transfer between the paired artery and
vein, and their surrounding tissue, was considered. In the cortex,
tissue temperature distribution was predicted using the Pennes
bioheat transfer equation. An analytical solution was obtained and
validated experimentally for steady state temperature distribution
in the kidney.

Vascular Model and Formulation

The shape of the pig kidney normally appears as a bean. The
medial side of the kidney contains an indentation through which
pass the renal artery and vein, nerves, and pelvis. If a kidney were
cut in half, two regions became apparent: an outer region termed
as the cortex and an inner region as the medulla. Shown in Fig. 1,
the renal artery branches progressively and radially into the cortex
region. There exist parallel arterial and venous systems. It is clear
that in the medulla, arteries are closely paired with veins, and
similar structures repeat periodically in each cross-section. Thus,
an inverted conical cylinder was chosen as the tissue unit for
modeling as shown in Figs. 1 and 2. The physical model shown in
Fig. 2 consisted of two respective parts for the cortex and the
medulla. The pelvis was not considered in the model since all the
liquid ~urine! in the pelvis was steady and at the same temperature
as that of the kidney surface. The radius of the cylinder increased
linearly along thez direction. A countercurrent artery-vein pair
was embedded in the cylinder whose wall was assumed adiabatic.
Fully developed laminar blood flow was assumed in the vessels
since the entrance length was much shorter than the actual vessel
length, and the Reynolds number was about ten under normal
physiological conditions. Axial heat conduction in the vessel was
neglected as compared to the advection by the flow at a large
Peclet number~Pe.200!. At steady state, the governing equations
in the medulla region were given as follows.

Tissue:

1

r

]

]r S r
]Tt2

]r D1
1

r 2

]

]f S ]Tt2

]f D1
]2Tt2

]z2
50 (1)
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1

r a
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]r a
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1
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2

]

]fa
S ]Ta

]fa
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2um,a
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F12S r a
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D 2G ]Ta
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Vein:

1

r v
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]r v
S r v

]Tv

]r v
D1

1

r v
2

]

]fv
S ]Tv

]fv
D52

2um,v

ab
F12S r v

av
D 2G ]Tv

]z
(3)

whereT is the temperature,a the thermal diffusivity,um the mean
blood velocity~it was assumed that the mean arterial blood veloc-
ity, um,a , is the same as that of the venous blood,um,v), anda the
radius of the blood vessel. The subscriptsa, v, t2 denote the
artery, vein, and medullar tissue, respectively. The basic geometry,
symbols, and the coordinate system are shown in Fig. 2.

In the cortex, the vessel size is relatively small as compared to
that in the medulla. It has been shown that the Pennes equation
provides good predictions for the temperature distribution in this
region @4,6#. Further, in this study, because the kidney surface
temperature was kept uniform and constant by a water bath, tissue
temperature distribution in the cortex primarily varied in thez
direction ~refer to Fig. 2!. Thus, one-dimensional~1-D! Pennes
equation was applied as

a t

]2Tt1

]z2
2

~rcp!b

~rcp! t
vb~Tt12Ta,CMJ!50 (4)

whereTt1 is the tissue temperature,Ta,CMJ the arterial flow tem-
perature at the corticomedullary junction~CMJ!, andvb the local
perfusion rate in the cortex. Referring to Fig. 2, the boundary
conditions were given as the constant kidney surface temperature
(Ts) and the arterial inlet flow temperature (Ta0) in the following:

Tt15Ts z5L (5)

Tt25Ts , Ta5Ta0 z50 (6)

At the CMJ, the local temperature and heat flux are continuous,
and the local venous return temperature was nearly the same as
that of the local tissue given the thermal equilibrium between the
flow and tissue:

Tt15Tt25Tt,CMJ

]Tt1

]z
5

]Tt2

]z
, Tv5Tt1 , z5L2L1

(7)

The side surface of the tissue cylinder was adiabatic because of
the periodical arrangement:

]Tt2

]nW
50 r 5R~z! (8)

wherenW the vector normal to the tissue cylinder side surface,R(z)
the tissue cylinder radius varying linearly with z. The local
temperature and heat flux at the tissue-blood interfaces were
continuous:

]Ta

]r a
5

]Tt2

]r a
r a5aa (9)

Tt25Ta r a5aa (10)

]Tv

]r v
5

]Tt2

]r v
r v5av (11)

Tt25Tv r v5av (12)

Analytical Solution
For simplicity, thermophysical properties of the blood and tis-

sue were assumed the same. Temperature variations along thez
direction were approximated by the bulk temperatures in the me-
dulla as previously justified in@11,12#. To nondimensionalize the
governing equations, the following parameters were defined

Fig. 2 Schematic of the inverted conical tissue unit and the
vessel spacing

Fig. 1 Schematic of kidney vasculature. a. artery; v. vein
„adopted from Frandson Anatomy and Physiology of Farm Ani-
mals, Philadelphia, PA, Lea and Febiger, 1986 …

Journal of Heat Transfer OCTOBER 2003, Vol. 125 Õ 937

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



r * 5
r

aa0
, r a* 5

r a

aa0
, r v* 5

r v

aa0
, R* 5

R

aa0
,

av* 5
av

aa0
, aa* 5

aa

aa0
, L1* 5

L1

aa0
, L* 5

L

aa0
,

(13)
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whereu is the dimensionless temperature ands the vessel spacing,
i.e., the center-to-center distance. Asterisks denote dimensionless
variables. All length variables were scaled by the arterial inlet
radius,aa0 . In this study, the venous and the arterial vessel radii
were assumed constant. It led toaa* 51. All temperatures were
scaled by the difference between the kidney surface temperature
(Ts) and the arterial inlet temperature (Ta0). Thus, the governing
equations became,

In the Medulla:
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where the bulk temperatures were defined as
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In the Cortex:

]2u t1

]z* 2
5

aa0
2 vb

a t
~u t12ua,CMJ! (20)

wherea t is the thermal diffusivity of tissue. Boundary conditions,
Eqs.~5–12!, became,

u t15us z* 5L* (21)

u t15u t25u t,CMJ, uvb5u t1 ,
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]z*
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(22)
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5
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r v* 5av* (27)

u t25uv r v* 5av* (28)

It should be noted that, similar to the local temperature, the bulk
venous temperature was assumed equal to the bulk tissue tempera-
ture at the CMJ, as shown in Eq.~22!. The overall advection effect
due to blood flow at CMJ was not accounted for in Eq.~22!. This
was because the Pennes equation was used in the modeling and its
perfusion term accounted for the flow effect continuously in the
cortex as if there were a volumetric heat source from the tissue
infiltration of arterial blood at a constantTa5TCMJ. The net en-
ergy advection due to the flow was equally distributed over the
entire cortex region.

Following a derivation similar to that described in@13,14# ~see
Appendix for the detailed derivation!, one could obtain the solu-
tions for Eqs.~14–16!. The solutions were comprised of the ho-
mogeneous and particular solutions,
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where the homogeneous solution,uh , was
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`
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duab

dz*

1S (
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with a050 andb050. Substituting Eqs.~29–31! into Eqs.~17–
19! led to
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where the coefficientsai j are
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The solution for Eq.~20! was

u t15ua,CMJ1g1eAcZ* 1g2e2AcZ* (46)

where

Ac5aa0Avb

a t
(47)

Substituting Eq.~46! into the boundary conditions Eqs.~21! and
~22! led to

g15
~us2ua,CMJ!e

2Ac~L* 2L1* !2~u t,CMJ2ua,CMJ!e
2AcL*

eAcL1* 2e2AcL1*

(48)

g25
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AcL*

e2AcL1* 2eAcL1*
(49)

To obtain the bulk temperatures, Eqs.~34–36! and Eq.~46! were
solved simultaneously using numerical methods.

The thickness of the medulla and the cortex of the kidney used
in this study were measured and approximately equal to 1 cm. At
the CMJ, the most frequently encountered vessels were of 500mm
in diameter~d! @15#. It was thus assumed that the paired vessels in
the medulla were the mother branches of the bifurcating vessels of
d5500mm at the CMJ. The paired artery and vein were assumed
to be of the same size, and calculated according to@16,17#as

da
35dv

35d31d3 (50)

It was further assumed that the renal artery branched into the
mother generation vessels immediately as it traveled into the me-
dulla region. To calculate the mean velocity in the paired artery
and vein, the total vessel number was determined as the following.
Xu et al. @15# showed that the vessel number density wasf n

58.63104/m2 for the vessels of 500mm diameter at the CMJ.
The dimension of the kidney was about 0.116 m30.0545
m30.0401 m. The kidney was approximated in the elliptic shape,
and the estimated area at the CMJ wasACMJ56.1831023 m2.
The total vessel number was then calculated asN5 f n3ACMJ
'532. Therefore, the number of the mother vessel pairs was
Nunit50.25N'133 in the medulla. If the renal inlet volumetric
flow rate wasQin , the mean blood velocity could be calculated as

um5
4Qin

Nunitpda
2

(51)

WhenQin51.6731026 m3/s, thenum54.0231022 m/s. The tis-
sue unit radius at the CMJ (RCMJ) was calculated using the fol-
lowing formulation

RCMJ5A ACMJ

pNunit
(52)

When uniform blood perfusion was assumed in the cortex and all
the inlet flow traveled to the cortex, the perfusion rate could be
calculated based onQin and the mass fraction of the cortex with
respect to the whole kidney (Mc /Mk). The return flow through
the ureter was almost negligible in the isolated kidney. Using
mass conservation,

Qin5vbMc (53)

The blood density was approximately equal to 1.03103 kg/m3,
and Eq.~53! became,

vb5
Mk

Mc

Qin

Mk
(54)

For the kidney used in the present study,Mk'0.130 kg and
Mk /Mc'1.36. All parameters used in the calculation are listed in
Table 1.

Experimental Studies
Experiments were designed to measure the steady state tissue

temperature distribution and the renal arterial inlet flow rate and
temperature in the isolated pig kidney to validate the newly de-
veloped analytical model. During the experiments, the kidney was
first heated to a uniform temperature 43°C. Then de-ionized water
at 37°C was pumped into the renal artery until steady state was
reached. The kidney surface temperature was kept at 43°C during
each experiment. The experimental setup is shown in Fig. 3. To
hold the kidney in position and keep a uniform surface tempera-
ture, the kidney was fitted in a thin-walled~'0.004 m of thick-
ness!mold made of woodsmetal~METSPEC 158 manufactured
by Metal Specialties, IL! and immersed in the water bath B1
~EX-221, NESLAB Instruments, Inc., Portsmouth, NH!. The
woodsmetal mold was made to keep uniform temperature at the
kidney surface and to eliminate the convection effect of the water
bath. Three T-type thermocouples were placed at different loca-
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tions on the kidney surface to assure the uniform temperature
distribution during the experiment. Thermistor microprobes
~0.0003 m diameter!of various lengths were inserted into the
cortex and connected to the thermal pulse decay~TPD! system to
measure the local perfusion rate and tissue temperature. To mea-
sure the tissue temperature distribution in the renal medulla, long
microprobes~.0.01 m in length!were needed. However, these
probes were very difficult to make given their small diameters,
and were easily broken during insertion. Further, once inserted
deeply in tissue, their exact locations could not be accurately de-
termined. Due to these difficulties, tissue temperatures in the renal
medulla were not measured in this study.

The de-ionized water pumped from the water bath B2 into the
renal artery~A! was used to simulate blood flow. The venous
return flow was collected in a container. The flow rates were con-
trolled by the current-controlled roller pump and also measured
using a voltage-controlled flow controller system~400-5L Flo-
Controller, McMillan Company, Georgetown, TX!. Considering
heat loss to the environment through the transit conduit, the bath
B2 temperature was kept.37°C to ensure the temperature of the
renal artery inlet flow was about 37°C, while bath B1 was used to
maintain the kidney surface temperature at 43°C. Temperatures of
the two baths and the arterial inlet flow were continuously mea-
sured using T-type thermocouples. Prior to each experiment, blood
perfusion rates were examined at various locations within the kid-
ney using the TPD technique@18#. The well-perfused regions
were chosen to perform temperature measurements. Two Pentium
II 233 MHz Dell personal computers~PC! were used for data
acquisition through LabView user interfaces. The temperature
readings from the thermistor microprobes and flow rates were
acquired by PC1, and the temperature readings from the thermo-
couples were recorded by PC2.

Results and Discussion
The temperature distribution at thez56 mm cross-section in

medulla~referring to Fig. 2!is shown in Fig. 4. The venous region
is the hottest and the artery region is the coldest. Heat carried by
the venous flow from the warmer cortex region is transferred into
the arterial flow. Cooling effect of the flow is evident when tissue
temperature is higher than that of the flow.

Shown in Fig. 5, the experimental data are compared with the
predicted steady state bulk temperatures. Limited by the probe
lengths, tissue temperatures were only measured at five different
depths from the kidney surface in the cortex. At each depth, five to
nine measurements were made to yield the average temperature
and the standard deviation. In the middle region, the venous bulk
temperature is higher than that of the tissue. This is due to the
substantial cooling effect of the arterial flow. It is clear that the
theoretical predictions are in good agreement with the experimen-

tal data in the cortex, which would be impossible without having
good matching boundary conditions at the CMJ given by Eq.~22!
since the temperature solution in the cortex~given by Eq.~20!! is
unique. It, therefore, implies that the temperature predictions in
the renal medulla are realistic although they could not be directly
measured in this study.

Figure 6 presents the analytical solutions of the steady state
bulk temperature distributions under different flow rates. When
the perfusion rate increases from 0.007 m3/s/m3 to 0.035 m3/s/m3,
the magnitude of the arterial temperature elevation decreases, and
the tissue temperature distribution appears to be more uniform in
the middle region of the kidney. Large tissue temperature gradi-

Fig. 3 Schematic of the experimental setup

Fig. 4 Contour plot of the analytical solutions of the steady
state temperature distribution at the cross-section at z
Ä6 mm. The kidney surface temperature TsÄ43.0°C, the arte-
rial inlet flow temperature Ta0Ä37.0°C, and the blood perfusion
rate vbÄ0.007 m3ÕsÕm3.

Fig. 5 Steady state temperature distributions in the pig kidney
during water bath heating. The kidney surface temperature was
TsÄ43°C, the arterial inlet flow rate QinÄ1.55Ã10À6 m3Õs, and
the initial kidney temperature and the arterial inlet flow tem-
perature were the same, TiÄTa0Ä37°C.
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ents occur near the kidney surface due to the cooling effect of the
inlet arterial flow at a lower temperature. Artery flow temperature
increases along the axial direction because of heat transfer from
tissue and counter current heat exchange from the venous return
flow. The temperature of the venous flow is higher than that of the
arterial inlet flow since the venous blood collects heat from the
surrounding tissue when subjected to heating. At the lowest flow
rate (vb50.007 m3/s/m3), the predictedTa,CMJ is approximately
0.5°C higher than that at the highest (vb50.035 m3/s/m3) due to
more counter current rewarming occurred in the arterial flow.
SinceTa,CMJ was used as the arterial supply temperature in the
Pennes equation in the cortex, its value significantly affected the
temperature distribution as shown in Fig. 6. The presently devel-
oped three-dimensional vascular model, that accounts for the
counter current heat exchange between the paired artery and vein
in the medulla region, can be used to accurately predictTa,CMJ.

Conclusions
A vascular model was successfully developed to accurately pre-

dict the blood-tissue heat transfer in the perfused kidney model.
Local perfusion rate significantly affected tissue temperature dis-
tributions, which is the driving force for tissue temperature oscil-
lations. This model can be used to investigate the effect of blood
flow change on tissue temperature oscillations during surface
heating, for developing optimal treatment protocols of cancer
hyperthermia.
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Nomenclature

a 5 radius, m
ai j 5 coefficients used in Eqs.~37–45!
an 5 coefficients used in Eq.~33!
A 5 tissue cross-sectional area, m2

AC 5 coefficient used in Eq.~46!
bn 5 coefficients used in Eq.~33!
cp 5 specific heat at constant pressure, J/kg/K
d 5 vessel diameter, m
k 5 thermal conductivity, W/m/K
L 5 length of the whole tissue unit, m

Ll 5 length of the cortex region, m
Mc 5 mass of the cortex region, kg
Mk 5 mass of the whole kidney, kg

n 5 vessel number density at the corticomedullary
junction

N 5 total vessel number
Nunit 5 Number of tissue units used for a kidney

Pe 5 Peclet number
Q 5 volumetric blood flow rate, m3/s
r 5 radial coordinate, origin at the centerline of tissue

cylinder, m
r a 5 radial coordinate, origin at the centerline of renal

artery, m
r v 5 radial coordinate, origin at the centerline of renal

vein, m
R 5 radius of tissue cylinder, m
sa 5 center-to-center distance of tissue and artery, m
sv 5 center-to-center distance of tissue and vein, m
T 5 tissue temperature, °C

Ta 5 arterial blood temperature, °C
Tv 5 venous blood temperature, °C
um 5 mean velocity, m/s

Greek Symbols

a 5 thermal diffusivity, m2/s
f 5 angular coordinate, origin at the centerline of tissue

cylinder
fa 5 angular coordinate, origin at the centerline of renal

artery
fv 5 angular coordinate, origin at the centerline of renal

vein
u 5 dimensionless temperature
r 5 density, kg/m3

vb 5 blood perfusion rate, m3/s/m3

Superscript

* 5 dimensionless parameter

Subscripts

0 5 inlet
1 5 cortex region
2 5 medullar region
a 5 artery

ab 5 bulk parameter of artery
b 5 blood

CMJ 5 corticomedullary junction
in 5 arterial inlet
p 5 particular solution
R 5 side surface of tissue cylinder
s 5 kidney surface
t 5 tissue

t2b 5 bulk parameter of tissue
v 5 vein

vb 5 bulk parameter of vein

Vector

nW 5 the vector normal to the tissue cylinder side surface

Appendix

Single Artery Case. First, consider that the tissue cylinder
includes only one artery. Assuming that the particular solutions for
artery and tissue are dependent on only radial coordinate, one can
obtain the following:

Tissue.

1

r *
]

]r * S r *
]u t2

]r * D52
d2u t2b

dz* 2
(55)

Artery.

1

r a*

]

]r a*
S r a*

]ua

]r a*
D 5Pe~12r a*

2!
duab

dz*
(56)

Fig. 6 The analytical predictions of the steady state bulk tem-
perature distributions with respect to different blood perfusion
rates. The kidney surface temperature TsÄ43.0°C and the arte-
rial inlet flow temperature Ta0Ä37.0°C.
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The solutions for the above equations are

u t252
1

4
r * 2

d2u t2b

dz* 2
1ct1 ln r * 1ct2 (57)

ua5PeS 1

4
r a*

22
1

16
r a*

4D duab

dz*
1ca1 ln r a* 1ca2 (58)

Substituting Eq.~57! into the boundary condition Eq.~24! and
assumingnW * 'r * ~this will be valid when the angle between the
side surface of the tissue unit and the arterial inlet surface is
small!, one obtains

ct15
R* 2

2

d2u t2b

dz* 2
(59)

Therefore, the solution for Eq.~55! can be represented as

u t252
1

4 S r * 222R* 2 ln
r *

R* D d2u t2b

dz* 2
1ct2 (60)

Consider the following homogeneous equation

1

r a*

]

]r a*
S r a*

]u8

]r a*
D 50 (61)

Its solution is

u85c1 ln r a* 1c2 (62)

Considering Eqs.~60! and~62!, we choose the particular solution
for tissue as,

u t2,p5u81u t25ct18 ln r a* 2
1

4 S r * 222R* 2 ln
r *

R* D d2u t2b

dz* 2
1ct28

(63)

Substituting Eqs.~58! and~63! into the boundary conditions Eqs.
~25! and ~26!, defineca1 , ca2 , ct18 , andct28 to be,

ct18 5
1

4
Pe

duab

dz*
(64)

ct28 50 (65)

ca152
r
* a* 2

2 S 12
R* 2

r
* a* 2 D ~12sa cosfa!

d2u t2b

dz* 2
(66)

ca252
3

16
Pe

duab

dz*
2

1

4

d2u t2b

dz* 2 S r
* a* 222R* 2 ln

r
* a*

R* D (67)

where

r
* a* 2511sa*

222sa* r a* cosfa (68)

Then, the particular solutions for artery and tissue can be repre-
sented as

ua,p5PeS 1

4
r a*

22
1

16
r a*

42
3

16D duab

dz*
1ca18 ln r a* 1ca28 (69)

u t2,p5
1

4
Pe lnr a*

duab

dz*
2

1

4

d2u t2b

dz* 2 S r * 222R* 2 ln
r *

R* D (70)

where

ca28 52
1

4

d2u t2b

dz* 2 S r
* a* 222R* 2 ln

r
* a*

R* D (71)

To ensure that the temperature and heat flux are continuous at the
arterial wall, one has,

ca28 52
1

4

d2u t2b

dz* 2 S 11sa*
222r a* sa* cosfa22R* 2 ln

r *

R* D
(72)

and

ca18 52S 2
1

4

d2u t2b

dz* 2 D (73)

Therefore, the final form of the particular solution for artery is

ua,p5PeS 1

4
r a*

22
1

16
r a*

42
3

16D duab

dz*
2

1

4

d2u t2b

dz* 2

3S 2 ln r a* 111sa*
222r a* sa* cosfa22R* 2 ln

r *

R* D
(74)

The final form of the particular solution for tissue is Eq.~70!. The
homogeneous solution for both tissue and artery,uh,a , takes the
form @12#:

uh,a5S a01(
n51

`

anr * n cosnf D duab

dz*
(75)

Adding the particular solutions to the homogeneous solution for
artery and tissue, respectively, one then obtains the solutions for
the single artery case.

Single Vein. Similarly to the single artery case, one has the
particular solutions for the vein and tissue:

uv,p5Peav* S 1

4
r v*

22
1

16

r v*
4

av*
2
2

3

16
av*

2D duvb

dz*

2
1

4

d2u t2b

dz* 2 F2av*
2 lnS r v*

av*
D 1av*

21sv*
212av* sv* cosfv

22R* 2 ln
r *

R* G (76)

u t2,p52
1

4
Peav*

2 lnS r v*

av*
D duvb

dz*
2

1

4

d2u t2b

dz* 2 S r * 222R* 2 ln
r *

R* D
(77)

and the homogeneous solution,

uh,v5S b01(
n51

`

bnr * n cosnf D Peav*
2

duvb

dz*
(78)

Countercurrent Artery-Vein Case. Following a derivation
similar to that presented in@11#, one can obtain the solutions for
Eqs. ~14–16!by superposition of the solutions for single artery
and single vein cases discussed above. Then, substituting the so-
lution for tissue into the boundary condition Eq.~24! to determine
the coefficientsan andbn for the homogeneous solution. The final
forms of the solutions are Eqs.~29–31! in the main text.
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Flows
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We discuss the effect of shear work at solid boundaries in small
scale gaseous flows where slip effects are present. The effect of
shear work at the boundary on convective heat transfer is illus-
trated through solution of the constant-wall-heat-flux problem in
the slip-flow regime. We also present predictions for the dissipa-
tion in terms of the mean flow velocity in pressure-driven and
gravity-driven Poiseuille flows for arbitrary Knudsen numbers.
All results are verified using direct Monte Carlo solutions of the
Boltzmann equation.@DOI: 10.1115/1.1571088#

Keywords: Heat Transfer, Microscale, Molecular Dynamics,
Monte Carlo, Nanoscale

In this paper we discuss two aspects of dissipation in small
scale ideal-gas flows. We first discuss the effect of shear work at
the boundary in slip flow and how this affects convective heat
transfer in small scale channels. Shear work at the boundary has,
incorrectly, been neglected in recent studies of viscous heat dissi-
pation in slip-flow convective heat transfer. We show that this
effect scales with the Brinkman number, and subsequently derive
an expression for the fully developed slip-flow Nusselt number
under constant-wall-heat-flux conditions in the presence of vis-
cous dissipation and compare this expression to direct Monte
Carlo solutions of the Boltzmann equation. The second aspect
discussed is related to dissipation in transition-regime flows. Us-
ing the solution of the Boltzmann equation for gravity and
pressure-driven flows in two-dimensional channels and energy
conservation arguments, we provide expressions for the energy
dissipation in these flows as a function of the flow speed for
arbitrary Knudsen numbers. Our results are verified by direct
Monte Carlo solutions of the Boltzmann equation.

For simplicity, we consider two-dimensional smooth channels
of lengthL in the axial~x! direction, with perfectly accommodat-
ing walls that are a distanceH apart in the transverse~y! direction.
The flow in the axial direction is sustained either by an imposed
pressure gradient or external fieldg. The gas velocity field is
denoted u¢5u¢(x,y)5(ux(x,y),uy(x,y),uz(x,y)), and T
5T(x,y), P5P(x,y) and r5r(x,y) denote the temperature,
pressure and density fields respectively.

We first consider the case of pressure-driven flow that is heated
or cooled by a constant wall-heat-flux. The channel dimensions

are such that the flow and heat transfer characteristics are in the
slip-flow regime where the usual slip-flow boundary conditions

ugasuwall5a
22sv

sv
l

du

dh̃U
wall

(1)

Tgasuwall2Tw5b
2g

g11

22sT

sT

l

Pr

dT

dh̃U
wall

(2)

are known to provide a good approximation to the velocity and
temperature fields, respectively. Herel is the molecular mean free
path, sv is the momentum accommodation coefficient,h̃ is the
coordinate normal to the wall,Tw is the local wall temperature,sT
is the energy accommodation coefficient, Pr is the gas Prandtl
number, andg is the ratio of specific heats. The coefficientsa and
b introduce corrections to the original results of Maxwell (a5b
51) that were obtained through an approximate method@1#. For
air, a andb are usually taken to be equal to unity@2#. Linearized
solutions of the Boltzmann equation@3,4# show that for hard
spheresa'b'1.1. In what follows we will assume, without loss
of generality, that both accommodation coefficients are equal to
unity, or equivalently that their contribution has been absorbed in
a andb.

Under the assumption of a long channel (L@H) and low speed
flow ~small pressure gradient or external field! we approximate
the flow as hydro-dynamically and thermallylocally fully devel-
oped; we also assume that the temperature changes and compress-
ibility cause the flow to deviate negligibly from this state. Under
these assumptions we assume thatlocally the pressure gradient is
constant,ux5ux(y), T5T(x,y) and txy5txy(y), where txy is
thexy component of the shear stress tensor. The velocity profile is
then given by the slip-flow (Kn&0.1) Poiseuille profile

ux5
ub

aKn1
1

6

F S aKn1
1

4D2
y2

H2G (3)

whereub is the bulk ~average!velocity over the channel cross-
section and the Knudsen number is given by Kn5l/H.

The temperature equation in the presence of viscous heat gen-
eration and flow work reduces to

rcpux

]T

]x
2ux

dP

dx
52

]qy

]y
1txy

]ux

]y
(4)

wherecp is the specific heat at constant pressure, andqi is the
component of the heat flux vector in thei th direction. Our consti-
tutive definitions follow those of@5#. Note that conservation laws
will be given in their general form~without continuum constitu-
tive models!applicable in all Knudsen regimes. Explicit use of the
continuum constitutive models will be limited to the derivation of
the Nusselt number in the slip-flow regime. The integral form of
the above equation in the transverse direction under the assump-
tion of negligible density variation in this direction is
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 12, 2002;
revision received February 11, 2003. Associate Editor: P. S. Ayyaswamy.

944 Õ Vol. 125, OCTOBER 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rcpubH
dTb

dx
2ubH

dP

dx
52qo1E

2H/2

H/2

txy

]ux

]y
dy (5)

whereqo is the thermal energy transferred from the wall to the
fluid, andTb , the bulk temperature, is defined by

Tb5
*2H/2

H/2 uxTdy

ubH
(6)

In addition to the thermal energy transfer, there is also dissipa-
tion due to shear work between the wall and the slipping gas. It is
the sum of these two contributions that is responsible for the axial
temperature gradient~and perceived as a constant wall-heat-flux!
as shown by the integral form of the total~mechanical plus ther-
mal! energy equation

rcpub

dTb

dx
H5@uxtxy2qy#2H/2

H/2 (7)

Equations~5! and~7! are linked by the mechanical energy balance

052ux

]P

]x
1ux

]txy

]y
52ux

]P

]x
1

]~uxtxy!

]y
2txy

]ux

]y
(8)

which integrates to

@txyux#2H/2
H/2 5E

2H/2

H/2

txy

]ux

]y
dy1ubH

dP

dx
(9)

and shows that the viscous heat and flow work terms in Eq.~5!
are, in effect, representing the contribution of the shear work at
the wall ~Eq. ~7!!.

We proceed by nondimensionalizing Eq.~4! using u5(T
2Tw)/(qoH/k) and Br85mub

2/(qoH), where k is the thermal
conductivity of the gas, andh5y/H. When acceleration effects
are negligible, for constant wall-heat-flux under fully developed
conditions,]T/]x5dTb /dx5const. We thus substitute for]T/]x
from Eq. ~5! and for this slip-flow calculation use the Fourier
conduction law to obtain

2
ux

ub
S 116Br8S 12

us

ub
D 2D2Br8S ]S ux

ub
D

]h
D 2

5
]2u

]h2 (10)

whereus is the slip velocity,uxu6H/2 , given by

us

ub
5

6aKn

116aKn
(11)

We solve foru using a symmetry condition ath50 and the slip-
flow relation ~2!, and from this solution proceed to calculateTw
2Tb . The fully developed slip-flow Nusselt number based on the
thermal energy exchange is then given by

Nu5
qo2H

k~Tw2Tb!

5

140

17
22BrS 12

us

ub
D 2S 54

17
2

30

17

us

ub
1

12

51 S us

ub
D 2D

12
6

17

us

ub
1

2

51 S us

ub
D 2

1
140

17
b

g

g11

Kn

Pr

(12)

where Br5NuBr8/25mub
2/(k(Tw2Tb)). The fully developed

slip-flow Nusselt number based on the total energy exchange be-
tween wall and gas is then

Nut5Nu1
~txyux!uH/22H

k~Tw2Tb!
5Nu212Br

us

ub
S 12

us

ub
D (13)

Although the above expression is exact, it is only expected to hold
for small Brinkman numbers since high velocities will violate the
assumption of negligible compressibility and fluid acceleration. A

more detailed discussion~albeit for the continuum case! of the
competition between cooling and viscous heat dissipation, which
ultimately leads to Nu→` for fairly large negative Br, can be
found in @6#.

We performed DSMC simulations@7# to verify Eq. ~13!. Our
simulations were performed on a hard sphere system since for
theory verification purposes it is preferable to perform simulations
on a molecular system whose properties are well characterized. A
constant wall-heat-flux was achieved by applying a linearly vary-
ing wall temperature. Our simulations represent the best compro-
mise between high speeds for low relative statistical error and low
speeds for negligible compressibility effects. Because the effect of
the wall shear stress is of the order of 10 percent foruBru&0.1, we
tried to minimize all possible sources of error. As a result, we used
the fourth order approximations for the transport coefficients~ap-
proximately 2 percent different from the typically-used first order
approximations@8#! and also used the valuesa51.11 andb
51.13 recommended by@3,4#. We additionally corrected our re-
sults for the effects of finite cell sizes and timestep@9,10,11#in
our numerical solution. Our resulting error estimate including sta-
tistical fluctuations is approximately 4 percent. The ratio of the
expected average thermal creep velocity@12# to the bulk velocity,
uc /ub , was less than 0.1.

The agreement between the DSMC simulations and the theoret-
ical results is very good~see Fig. 1!. This verifies the contribution
of shear work at the boundary but also shows that the slip-flow
prediction is accurate to within 4 percent at Kn50.07. Also, de-
spite the relatively large pressure gradients used (Pin /Pout
;O(1.5), Pout'1bar, L'20 mm) the assumption of negligible
compressibility and fully developed flow and temperature fields
seems to be reasonable. Given that slip-flow does not describe the
correct state of the gas close to the wall~due to the presence of the
Knudsen layer!but rather provides a recipe for obtaining the hy-
drodynamic fields far away from the wall@1#, the importance of
wall effects in this phenomenon makes the good agreement all the
more remarkable.

In view of the interest in ever decreasing device sizes, it is
interesting to explore dissipation in the transition regime (0.1
&Kn&10). It is well known @2# that Poiseuille profiles in this
regime become flat~Eqs. ~3! and ~11! are not valid!and large
amounts of slip are observed at the walls leading to significant
dissipation there, which, as we saw above, does not affect the
temperature field inside the channel. In the interest of simplicity,
we will discuss steady, fully developed, Poiseuille-type flows with
constant-temperature walls. These flows are the extension to arbi-
trary Knudsen numbers of the Poiseuille flow assumed in the con-

Fig. 1 Variation of the fully developed Nusselt number Nu t
with Brinkman number for Kn Ä0.07. The solid line is the pre-
diction of Eq. „13…, and the stars denote DSMC simulations.
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vective heat transfer problem solved above and are thus interest-
ing to study in their own right as well as in connection with
convective heat transfer in the transition regime@7#. Note that no
linear constitutive closures for the shear stress tensor and heat flux
vector are now assumed.

For these flows, the total energy equation simplifies to

]

]y
~txyux2qy!5rcpux

]T

]x
50 (14)

which shows that there is no net energy exchange with the bound-
ary, and thus the thermal energy flux at the wall is balanced by the
shear work at the boundary. Using Eq.~9! or the thermal energy
equation we obtain

@qy#2H/2
H/2 5ub

dP

dx
H1E

2H/2

H/2

txy

]ux

]y
dy (15)

Note that the fully developed temperature profile will, in general,
be non-uniform in they direction with an average temperature that
is different from the wall temperature. The temperature profile can
be calculated if closures for the shear stress tensor and heat flux
vector are provided.

The bulk velocity in Poiseuille flow for arbitrary Knudsen num-
bers is given by@12#

Hub52
1

P

dP

dx
ART

2
H2Q̄ (16)

whereR5kb /m is the gas constant,kb is Boltzmann’s constant,m
is the molecular mass andQ̄5Q̄(Kn) is a proportionality coeffi-
cient that has been determined semianalytically by solution of the
Boltzmann Eq.@1# and found to be in good agreement with mo-
lecular simulations and experimental data@1,2#. In the transition
regime, Q̄(Kn) varies slowly about its minimum value (1.5
&Q̄(0.1,Kn,10)&3) occuring at Kn'1.

Since the flow is steady and fully developed (dP/dx)H
5@txy#2H/2

H/2 . Thus,

@qy#2H/2
H/2 5@txyux#2H/2

H/2 52
rubA2RT

Q̄
us (17)

and

E
2H/2

H/2

txy

]ux

]y
dy5

rubA2RT

Q̄
~ub2us! (18)

The above equation suggests that as the Knudsen number in-
creases and the velocity profile becomes flatter, most of the energy
is dissipated at the walls, as expected.

For a steady and fully developed gravity-driven flow, we have

]

]y
~txyux!1rgux5

]qy

]y
(19)

The total energy transfer to the wall,qt , is equal to the work done
by the gravity force

qt5@qy2txyux#2H/2
H/2 5rgubH (20)

Here we use the fact that the bulk velocity in gravity-driven
flow can be determined by utilizing the similarity between gravity
and pressure-driven flows. Malek Mansour et al.@13# have shown
that although from a Boltzmann equation perspective gravity and
pressure-driven flows are different, the difference in the solutions
scales with thesquareof the characteristic gravity parametere
[gmH/(2kbT) which is expected to be small in practical appli-
cations. This parameter in our simulations was very small~signifi-

cantly less than 0.1!so we expect that the solutions of the Boltz-
mann equation for pressure-driven flow to be valid for gravity-
driven flow. Figure 2 shows that upon replacing2dP/dx by rg,
Q̄ as determined for pressure-driven flow accurately describes
gravity-driven flow.

Substituting from above, we obtain

qt5
rub

2A2RT

Q̄
(21)

The energy dissipated inside the channel is

qt1@txyux#2H/2
H/2 5

rubA2RT

Q̄
~ub2us! (22)

We performed direct Monte Carlo simulations to verify these
predictions. We show here results from the gravity-driven flow for

Fig. 2 Nondimensional flowrate Q̄ as a function of the Knud-
sen number. The solid line denotes the numerical solution of
the Boltzmann Eq. †12‡, the stars denote DSMC simulations of
gravity-driven flow and the dashed line denotes the slip-flow
prediction. Error estimates are given by the star size.

Fig. 3 Nondimensional total heat exchange q t Õ„ru b
2A2RT… as

a function of the Knudsen number. The solid line denotes the
theoretical prediction Eq. „21…, the stars denote DSMC simula-
tions of gravity-driven flow and the dashed line denotes the
slip-flow prediction. Error estimates are given by the star size.
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which a net energy exchange between wall and gas occurs and can
thus be measured. Figure 3 shows that Eq.~21! is in good agree-
ment with simulation results.
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The thermal pattern on a heated wall was studied for the flow of
water and drag-reducing surfactant solutions in a channel. The
wall of the channel was made of a thin foil, which was heated by
direct current. The temperature of the foil, which reflects the local
flow velocities, was measured by an infrared technique with high
spatial and temperature resolution. The microstructure of the sur-
factant solution was studied by direct imaging cryogenic tempera-
ture transmission electron microscopy (Cryo-TEM). The most
prevalent structures observed are thread-like micelles, which have
been suggested to cause the modification of the thermal
patterns.@DOI: 10.1115/1.1609482#

Keywords: Heat Transfer, Microstructures, Non-Newtonian, Poly-
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1 Introduction
Reduction of friction losses in turbulent flows caused by the

presence of polymer additives was first reported about fifty years
ago. Virk @1# examined friction factor and velocity profile results
for a large number of high polymer solutions, mostly but not all,
in water. He noted that at relatively low concentrations many so-
lutions reached lower limiting values in their friction factor/
Reynolds number data. Virk@1# proposed an equation for the lim-
iting maximum drag reduction asymptote~MDRA!. Polymer
effectiveness depends on the presence of high molecular weight
species, which limits their applications because of the susceptibil-
ity of a high molecular weight components to degradation in high
shear flows.

In the past decade considerable interest has developed in ‘‘re-
pairable’’ drag reducing additives, such as surfactants for use in
technological processes. Though surfactant drag reducing addi-
tives require higher concentrations than high polymers, their long
life and greater percent of drag reduction make them very attrac-
tive for recirculation flows. Chara et al.@2# showed that the
MDRA proposed by Virk @1# is not valid for the surfactant
Habon G. ~hexadecyldimethyl hydroxyethyl ammonium-2-
hydroxy-3-naphtoate! solutions.

Investigation of the thermal development region for surfactant
solutions was conducted by Gasljevic and Matthys@3#. Turbulent
transport mechanism in a drag reducing flow with surfactant ad-
ditive was investigated by Kawaguchi et al.@4#. They found that
only large eddies are dominant near the wall. Warholic et al.@5#
presented measurements of turbulence properties of a solution of
tris-hydroxyethyl-ammonium acetate~Ethoquad T13-50!and so-
dium salicylate~NaSal!flowing in a 5.08 cm361 cm rectangular
channel. The profiles of average velocity obtained by Warholic
et al. @5# differ from those presented by Chara et al.@2# for sur-
factant solutions. If turbulence production depends on the proper-
ties of the surfactant solution, one should expect different systems
to produce different velocity and temperature fields. Thus, it might
be useful to connect the behavior of high drag-reducing surfac-
tants with their microstructure.

One of the most outstanding characteristics of the near wall
turbulence structure in a boundary layer of a channel flow is the
presence of coherent structures. Coherent structures are respon-
sible for most of the turbulence production, dissipation and trans-
port phenomena. Donohue et al.@6#, and Achia and Thompson@7#
considering the near-wall coherent structures in so-called low
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drag-reducing solutions, in which the drag reduction did not ex-
ceed 30%. Hetsroni et al.@8# studied this problem in high drag-
reducing solution~drag reduction varied in the range of 46–85%!.
It was shown that the dimensionless streak spacing depends on the
Reynolds number, based on wall-shear velocity of the solution.

On the other hand, the relation of steak spacing to the onset of
turbulent drag reduction was not clarified. The first objective of
the present study was to check whether or not the onset of turbu-
lence drag reduction might be connected to spacing of near-wall
turbulence structures. It was achieved by comparison of the ex-
perimental results obtained in the present study with data reported
in @6,7#.

Considerable research was also carried out to investigate micro-
structures of drag-reducing cationic surfactant systems@9#. The
second aim of the present study was to gain more insight into the
near-wall turbulence structure in high drag-reducing flow by ana-
lyzing solution micro-structure.

2 Experiment

2.1 Experimental Facility. The experiments were con-
ducted in a rectangular channel. The two-dimensional channel
flow offers several advantages for studies of near-wall coherent
structures, as flow visualization is then relatively easy.

The channel flow system is shown in Fig. 1. The 7.2 m long,
0.2 m wide, and 0.02 m deep rectangular channel comprised,
twelve Plexiglas sections of length 0.6 m each. The sections were
carefully joined to ensure a hydraulic smooth surface throughout.
The temperature measurements were carried out in the test sec-
tion. The heating strips 0.630.2 m each were installed inside the
channel from the front end of the development section to a dis-
tance of 0.6 m beyond the test section. These strips were made of
0.05 mm thick stainless steel and arranged so that the boundary
layer could be heated along different distances from the inlet to
the test section. The latter was provided with two 0.230.16 m
windows to which the strips were bonded with contact adhesive
and coated on the air side with black mat paint about 0.02 mm
thick. DC current up to 300A was applied to the heating strips,
and measurements were taken at different lengths of the heated
stretch. It was found that at the location of the test section, the

temperature field was fully developed, i.e., the temperature distri-
bution on the heated wall did not change in the streamwise direc-
tion. The test section is shown in Fig. 2.

2.2 Measurement Techniques. To measure the temperature
field on the heated wall a Thermal Imaging Radiometer was used
with a typical horizontal and vertical resolution of 256 pixels per
line, spatial resolution 0.05 mm, response time 0.04 s, sensitivity
0.1 K. Since the heating strip was very thin~0.05 mm!, the tem-
perature difference between its surfaces did not exceed 0.1 K,@8#.
A computer program made it possible to store the information and
to compute the statistics of the thermal field.

The water temperature was measured by a precision mercury
thermometer with an accuracy 0.1 K. The mean flow velocity was
measured with an accuracy61%, the electric power was deter-
mined with an accuracy60.5%. The pressure drop was measured
by pressure transducers with an accuracy61.5%. The shear ve-
locity was calculated with an accuracy64%.

2.3 Properties of the Surfactant Solution. The surfactant
used was Habon G—a cationic surfactant of molecular weight
500. The content of delivered active material is 53.5% active sur-
factant, 10.2% isopropanol and 36.3% water. Concentrations re-
ported are the concentrations of active surfactant. The head group
of the surfactant is hexadecyldimethyl hydroxyethyl ammonium
and the counter-ion is 3-hydroxy-2-naphthoate. The surfactant
molecules form large thread-like micelles which are effective in
causing drag reduction. In the present study we used an active
surfactant concentration of 530 ppm~parts per million by weight
in filtered, deionized water!. Our data, based upon pressure drop
and heat transfer measurements, did not show degradation of the
solution during the experiments.

The kinematic viscosity was determined by a Cannon-Fenske
capillary viscometer. The kinematic viscosity isn51.35
•1026 m2 s21 at t520°C and 1.15•1026 m2 s21 at t540°C. In
the experiments performed, the temperature of the surfactant so-
lution was 2260.5°C, and the heated wall temperature ranged
from 32 to 40°C. Thus, the Reynolds numbers for the 530 ppm
Habon G solution were calculated based on a kinematic viscosity
n51.25•1026 m2 s21.

2.4 Microstructure Information. We examined the Habon
G solution by direct imaging cryogenic temperature transmission
electron microscopy~Cryo-TEM! @9#. Transmission electron mi-
croscopy is a direct imaging technique that affords microstructural
information that does not require modeling for interpretation~con-
trary to indirect methods such as light and x-ray scattering!. Cryo-
TEM does not involve any staining or drying of the studied
samples, thus it provides reliable images of the original micro-
structures in the studied systems.

Fig. 1 Loop of rectangular channel „1-tank, 2-pump, 3-control
valve, 4-flow meter, 5-strainghtener, 6-development section,
7-test section, 8-IR camera, 9-outlet section, 10-heat ex-
changer…

Fig. 2 Test section „1-top of the channel, 2-stainless steel
strip, 3-window, 4-bottom of the channel, 5-IR camera …
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We prepared vitrified specimens for Cryo-TEM in a controlled
environment vitrification chamber~CEVS! to ensure preservation
of the original concentration, temperature, and thus the micro-
structure of the examined sample. As with all other types of ma-
terial systems, TEM specimens of liquid systems have to be quite
thin. The penetration power of even high energy electrons is rather
limited. To avoid inelastic electron scattering that leads to image
deterioration, and to take full advantage of phase-contrast in direct
imaging, one needs to limit specimen thickness to about 0.2mm.

The surfactant solution specimens were prepared for Cryo-
TEM imaging by applying a small drop of the studied solution
onto a perforated carbon film supported on an electron microscope
grid, blotting it to form a thin~0.2 mm! film. By avoiding crystal-
lization of water the microstructure is not disturbed and the im-
ages obtained reflect true microstructures in the original solutions.
The solutions were quenched from 25°C, and 100% relative hu-
midity. Specimens were examined in a Philips CM120 micro-
scope, operated at 120 kV, using an Oxford CT-3500 cryo-holder
maintained below2178°C. Micrographs were collected digitally
@10# by a Gatan 791 MultiScan CCD camera with the DigitalMi-
crograph software package, using low-dose protocols to minimize
electron-beam radiation-damage.

3 Results

3.1 Cryo-TEM Images. The most prevalent structures we
observed are thread-like micelles, shown at high magnification in
Fig. 3~a!. Micrographs like this one show quite clearly inner struc-
tural details of the micelles such as branching domains~arrow!
and overlap of micelles~arrowhead!. It should be noted that
threadlike micelles have been suggested as the one, possibly the
most important, microstructural feature that modifies flow patterns
in a flowing fluid and reduces drag@10#.

Another feature seen in the examined solutions are vesicles,
denoted by ‘‘V’’ in Fig. 3~b!. These are balloon-like structures
made of a double-layer membrane. Such structures are found in
many biological and synthetic amphiphiles@11#. In this micro-
graph we see vesicles coexisting with threadlike micelles~ar-
rows!. Much to our surprise we have detected junctions between
vesicles and threadlike micelles. In fact, three such junctions, one
denoted by an arrowhead are seen in the lower left part of the field
of view of Fig. 3~b!. The three micelles connecting the three
vesicles are connected by a three-fold junction seen just above the
arrowhead. Zheng et al.@12# hypothesize that the straining actions
of flow disrupt vesicles and thus induce structural instability of the
fragments that leads to their reconstruction into networks of
branching threadlike micelles.

3.2 Thermal Streaks at the Wall. One important aspect of
turbulent flow is believed to be streamwise vortex structure with
its accompanying low-speed streaks. The temperature distribution
on the heated wall can be considered as a trace of the flow struc-
ture there, i.e., the turbulent structures in the boundary layer cause

Fig. 3 Microstructure of the 530 ppm Habon G solution: „a…
threadlike micelles; and „b… vesicles.

Fig. 4 Thermal pattern on the heated wall: „a… Flow of 530 ppm
Habon G solution; and „b… Flow of water.
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the temperature distribution on the wall, including the thermal
streaks. The streak spacing results were obtained by IR visualiza-
tion and from spatial correlation of the temperature. The images of
thermal streak structures are shown in Figs. 4~a! and 4~b!. Figure
4~a! shows a typical example of frames reproduced from a video
motion picture of surfactant drag reducing flow. Figure 4~b! is a
representative image of the thermal streak structure, at the same
shear velocity, for water flow. These pictures are plan view, the
flow moves from the bottom to the top of the figures. The thermal
streak spacing was calculated by two-point correlation’s@8#. The
dimensionless thermal streak spacingl15lu* /n ~l is the streak
spacing,u* shear velocity, calculated from the pressure drop,
u* 5At/r, t shear stress,r density,n kinematic viscosity! ob-
tained from the temperature field on the heated wall in water flow
was l15100610. The result agrees well with data reported by
Iritani et al.@13#. In the drag reducing flowsl1 increase when the
shear velocity increases.

Figure 5 represents streak spacing measurements for different
drag reducing solutions. The data of Donohue et al.@6# and Achia
and Thompson@7# for polymer solutions are also shown for com-
parison. Points E, F, G, at which the linesl15 f (u* ) cross the
line l15100 indicate a threshold value of wall shear for the
particular drag reducing solution. The increase in the value ofl1

associated with drag reduction takes place at values ofu* higher
than the onset wall shear. Thus, the drag reducing effect starts
with wall shear stresses larger than a threshold value, which de-
pends on the nature of the additive and its concentration. When
surfactant flow is compared with flows of polymer solution, one
can see that the 530 ppm Habon G solution has a significantly
lower value of onset shear velocity. The correlation betweenl1

and the percentage of drag reduction was given by Oldaker and
Tiederman@14#: l151.9DR199.7. The fact that we refer here to
parallel shift of thel1 profile, means that at the same value of
friction velocity, the percentage of drag reduction increases with
the decrease of the onset velocity. Correspondingly we consider
the value ofn/uon* as the length scale and the value ofn/uon*

2 as
the time scale. Different drag-reducing solutions produce velocity
field with different length and time scale.

Conclusion
The shear velocity for onset of drag reduction for Habon G

surfactant solutions is significantly lower than those for polymer
solutions. Changes in the shape of thermal streaks and an increase
in streak spacing are the main features in drag reduced flow. Di-

mensionless streak spacing, at given value of wall-shear, depends
on onset of wall-shear, velocity of the solution. The results are
consistent with the hypothesis that one of the prerequisites for the
phenomenon of drag reduction is sufficiently enhanced length and
time scale of the velocity field. Different drag-reducing solutions
produce velocity field with different length and time scales.

The existence of an extremely low value of onset velocity is
associated with microstructure of the solution. From the study of
microstructure one can conclude that the surfactant used in the
present study contains threadlike micelles with junctions between
them. These data provide the first experimental demonstration that
well developed network, including branched micelles, is con-
nected with streak formation.
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Nomenclature

Dh 5 channel hydraulic diameter
L 5 channel length

u* 5 (t/r)0.5, shear velocity
uon* 5 onset shear velocity

l 5 thermal streaks spacing
l1 5 lu* /n, dimensionless thermal streaks spacing

r 5 density
y 5 kinematic viscosity

Dp 5 pressure drop
t 5 DpDh/4L, shear stress
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