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Variable Property and
Temperature Ratio Effects on
Nusselt Numbers in a Rectangular
Channel With 45 Deg Angled Rib
Turbulators

Measured local and spatially-averaged Nusselt numbers and friction factors (all time-

G. 1. Mahmood

P. M. Ligrani averaged) are presented which show the effects of temperature ratio and variable prop-
erties in a rectangular channel with rib turbulators, and an aspect ratio of 4. The ratio of
K. Chen air inlet stagnation temperature to local surface temperatugg/T,, varies from 0.66 to
0.95, and Reynolds numbers based on channel height range from 10,000 to 83,700. The
Convective Heat Transfer Laboratory, square cross-section ribs are placed on two opposite surfaces, and are oriented at angles
Department of Mechanical Engineering, of +45 deg and—45 deg, respectively, with respect to the bulk flow direction. The ratio
University of Utah, of rib height to channel hydraulic diameter is 0.078, the rib pitch-to-height ratio is 10,
Salt Lake City, UT 84112 and the ribs block 25 percent of the channel cross-sectional area. Ratios of globally-

averaged rib Nusselt numbers to baseline, constant property Nusselt numbers,
m.I/NUO’cp, increase from 2.69 to 3.10 as the temperature ratjp/T,, decreases from

0.95 to 0.66 (provided Reynolds number Rs approximately constant). Friction factor
ratios f/f, ., then decrease as,f/T,, decreases over this same range of values. In each
case, a correlation equation is given which matches the measured global variations. Such
global changes are a result of local Nusselt number ratio increases with temperature
ratio, which are especially pronounced on the flat surfaces just upstream and just down-
stream of individual ribs. Thermal performance parameters are also given, which are
somewhat lower in the ribbed channel than in channels with dimples and/or protrusions
mostly because of higher rib form drag and friction factordDOI: 10.1115/1.1589503

Keywords: Augmentation, Heat Transfer, Internal, Roughness, Turbulent, Rrb Turbula-
tors

Introduction closed-packed sand-grain roughness on the walls. Results pre-
gnted for different wall-to-fluid temperature differences, and dif-
whenever the ratio of surface temperature to local mixed me ent water Prandtl numbers show that average heat transfer co-

temperature is significantly different from one. This occurs in geIr(f:é)ernmt:m?:znee;?gr):qé?grrﬁzenﬁi dz; gsgﬁzgigsé;m g]rztngt‘lelzwr%l-
variety of applications, including electronics cooling, heat e>§ P 9

Variable property effects are important in internal passag

changers, internal parts of turbine airfoils, and bio-medical d € INcreases. Bo et al3] _descnbe numerical predictions of
vices. Changes to local heat transfer behavior occur in these s prancy-lnfluenced flows in a heated square smooth d.UCt rotat-
ations (relative to situations with near unity temperature ra)tiojng in an orthogonal mo_de. Thelr results in the developing .dUCt
because of fluid property variations with internal passage locati H)_w.show that tgrbulent intensity and N}Jsselt numbers are differ-
The properties having the greatest influence on local Nusselt nu It in the rotating buoyant ﬂOV.V than in constant density flow.
ber behavior are those which then affect the largest changes' f?frsons et al4] present experimental results which show the

diffusion and advection of thermal energy: molecular thermal corl- uences of buoyancy due to rotation on S“rf?‘ce Nusselt num-
ductivity, absolute viscosity, specific heat, and static densi ers in two-pass square channels with angled-ribs. The influences

Static density variations can also induce buoyancy driven Nussgitchanging the gganr:jel Srlentatlonf W'tcl; respect to the %X'S hqfh
number variations, provided forced flow velocities are approx{Otation are considered. Heat transfer data are presented whic
ow that the influences of Coriolis forces and cross-stream flows

mately the same magnitude as the buoyancy driven fluid velodt. . .
ties. In many situations, this can occur near surfatelere ecrease as channel orientation changes from normal to angled.

streamwise flow speeds are quite Joeven though spatially- Taslim and Lengkong5] measure Nusselt numbers in square sta-

averaged velocities are high enough to insure the presence of figa"y channel with 45 deg angled ribs at different ratios of air
turbulent flow[1]. infet temperature to wall temperature. Results measured on the

Only a handful of papers consider the effects of temperatu‘?i(!:’s at the mi?}fhﬁlf ap]d upstream end of theh charrlnel,.t\)/vith wall d
ratio and/or variable properties on flow and heat transfer in intggMPeratures higher than air temperatures, show that rib-average
nal passages. Of these, Dipprey and Sabef€fyexamine the Nusselt number ratios are about consta@itapproximately 5.0

effects of different values of the molecular Prandtl number on he@d have negligible dependence on the temperature ratio. This is
transfer coefficients and friction factors in tubes with water an@ostly because the range of temperature ratios employed are close
to 1, which results in negligible changes due to variable property

Contributed by the Heat Transfer Division for publication in th®URNAL OF effects. . . . . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 26, Another rib turbulator investigation, described by Ligrani and

2002; revision received March 20, 2003. Associate Editor: H. Lee. Mahmood[6], provides information on the effects of conduction
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a. plenum i. test section

b. infrared camera j. small blower return duct

c. large orifice plate k. small orifice plate

d. large blower return duct I. boundary layer bleed-off plenum

e. arrows show flow direction m. bleed air return

f. large blower bleed air return n. inlet nozzle

g. large blower by-pass o. flow straighteners
h. large blower p. small blower

Fig. 1 Schematic diagram of experimental apparatus used for heat transfer
measurements.

within the ribbed test surface on Nusselt number distributionto internal cooling of turbine airfoils, they also have application to
Some of the results presented show that local Nusselt numbetker devices, including components employed for cooling of
along the rib top are reduced substantially by three-dimensioredéctronic devices, bio-medical devices, combustion chamber lin-
rib conduction. Thurman and Poinsafi® employ liquid crystals ers, and heat exchanges.
to investigate heat transfer in a three-pass serpentine passage with
90 deg ribs and bleed holes. According to the authors, heat traps- .
fer enhancements are greater for ribs near bleed holes, compa%sé(@er'memal Apparatus and Procedures
to ribs between holes. Surface Nusselt number distributions forThe overall experimental apparat(isit not the test sections
both configurations change as the flow rates are altered throgjhilar to the one described by Mahmood and Ligr®j and
bleed holes which are located upstream. Cho ef&l.employ Ligrani et al.[10]. A brief description of this apparatus is also
naphthalene sublimation techniques to measure surface Sherwpresented here.
numbers in square passages with 10 different rib configurations.
Significantly different vortex structures are produced by parallel Channel and Test Surface for Heat Transfer Measurements.
rib arrays, crossed rib arrays, and rib arrays with gaps, whiéhschematic of the facility used for heat transfer measurements is
result in important changes to local and spatially-averaged Shehown in Fig. 1. The air used within the facility is circulated in a
wood number ratios, and friction factor ratios. closed-loop. One of three circuits is employed, depending upon
The present experimental study is conducted using a large-sdhle Reynolds number and flow rate requirements in the test sec-
test section, without rotation, so that detailed, spatially resolvéidn. In each case, the air mass flow rate from the test section is
surface heat transfer coefficients and friction factors can be meaeasuredupstream of whichever blower is employagsing an
sured. Of particular interest are the effects of variable propertieSSME standard orifice plate and Validyne M10 digital pressure
and the ratio of fluid inlet stagnation temperature to local surfaceanometer. The blower then exits into a series of two plenums
temperature, on local Nusselt numbers, spatially averaged Nus$@l® m square and 0.75 m square). A Bonneville cross-flow heat
numbers, globally-averaged friction factors, and thermal perfoexchanger is located between two of these plenums, and is cooled
mance parameters. A single-pass channel with aspect ratio of 4vigh liquid nitrogen at flow rate appropriate to give the desired air
employed, which models internal cooling passages employed neamperature at the exit of the heat exchanger. As the air exits the
the mid-chord and trailing edge regions of turbine airfoils used imeat exchanger, it enters the second plenum, from which the air
gas turbine engines for utility power generation. The ribs amasses into a rectangular bell mouth inlet, followed by a honey-
placed so that they are perpendicular to each other on the tammb, two screens, and a two-dimensional nozzle with a contrac-
widest, opposite walls of the channel with 45 deg angles wition ratio of 5.6. This nozzle leads to a rectangular cross-section,
respect to the streamwise flow direction. Data are measured withL mm by 103 mm inlet duct which is 1219 mm in length. This
Reynolds number based on channel height; Rarying from is equivalent to 7.4 hydraulic diametekshere hydraulic diameter
10,300 to 83,700, and magnitudes of the temperature Tgtitl,, is 164.7 mm). Two trips are employed on the top and bottom
varying from 0.66 to 0.93. Because no similar investigation afurfaces of the inlet duct, just upstream of the test section, which
heat transfer and friction factors in a channel with rib turbulatofellows with the same cross-section dimensions. It exits to a 0.60
is available in the literature, the results given in the present paparsquare plenum, which is followed by two pipes, each contain-
are new and unique. Although these results are directly applicalitg an orifice plate, mentioned earlier.
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[12], as well as for the differences between stagnation and recov-
ery temperaturé¢1l]. Magnitudes of the local mixed mean tem-
peratures at different locations though the test secfigp,, are

then determined using energy balances, and the mixed mean tem-
perature at the inlet of the test section. Because of the way in
which it is measured, this inlet stagnation temperaiiyeis also

a mixed mean value, and thus, determined over the cross-sectional
area of the test section inlet. The thermal conductikitysed to
determine local Nusselt numbers is based on this inlet stagnation

— — T

Top plate rib e Bottom plate rib

—_—  » temperatureT ;. All measurements used to determine such Nus-
Flow Direction selt numbers are obtained when the test facility is at steady state.
b=4110mm e=12.8mm To determine the surface heat fl(use()jeto calculate heat trans-
= - fer coefficients and local Nusselt numberthe convective power
a=1232.9 mm e=182mm levels provided by the etched foil heaters are divided by flat test
P=128.4 mm surface areas. Spatially resolved temperature distributions along

the rib turbulator test surface are determined using infrared imag-
ing in conjunction with thermocouples, energy balances, iand
situ calibration procedures. To accomplish this, the infrared radia-
tion emitted by the heated interior surface of the channel is cap-

] ) ) ) ) tured using a VideoTherm 340 Infrared Imaging Camera, which

Figure 2 gives the geometric details of the test surface, inclugperates at infrared wave lengths fromus to 14 um. Tempera-

ing rib turbulator geometry and the coordinate system employgites measured using the calibrated, copper-constantan thermo-
for the measurements. A total of 13 ribs or rib segments are usgf||pjes distributed along the test surface adjacent to the flow, are
on the top wall and on the bottom wall of the test section. The%lpsed to perform thén situ calibrations simultaneously as the ra-

are ar_rang_ed with 45 deg ar]gles with respect to the streamw &tion contours from surface temperature variations are recorded.
flow direction, such that the ribs on opposite walls of the channe his is accomplished as the camera views the test surface

are perpendicular_to e_arﬁh oth_er. fEaghh”.b I;as 1hzg mnﬂ hg.ight A ugh a custom-made, zinc-selenide wind@hich transmits
square cross-section. The ratio of rib height to hydraulic diameter y .
is 0.078, the rib pitch-to-height ratio is 10, and the blockage prg]frared wave lengths between 6 and Am) as mentioned. Frost

Fig. 2 Schematic diagram of the rib turbulator test surface,
including the dimensions and coordinate system.

vided by the ribs is 25 percent of the channel cross-sectional ar g!ld-up on the outside of the w_mdow is eliminated using a small
eated air stream. Eleven to thirteen thermocouple junction loca-

The top wall of the test section also has two cut-out regione . . . . -
P i tions are usually present in the infrared field viewed by the cam-

at the upstream end and one at the downstream wehére a - . . ;
zinc-selenide window can be installed to allow the infrared can§'&: The exact spatial locations and pixel locations of these ther-

era to view a portion of the test surface on the bottom wall. WhéROCOUPIe junctions and the coordinates of a 12.7 cm by 12.7 cm
this window is not in use, inserts with riiahich exactly match field of view are known from calibration maps obtained prior to
the adjacent rib turbulators on the top walre used in its place. Measurements. _ _

All exterior surfaces of the facilityincluding the nozzle, inlet ~ Images from the infrared camera are recorded as 8-bit gray
duct, and test sectionare insulated with Styrofoam k( Scale images on commercial videotape using a Panasonic AG-
=0.024 W/mK), or 2 to 3 layers of 2.54 cm thick, Elastomef960 video recorder. Images are then digitized using NIH Image
Products black neoprene foam insulatiok=(0.038 W/mK) to V1.60 software, operated on a Power Macintosh 7500 PC com-
minimize heat transfer to and from the air stream. Calibratgditer. Subsequent software is used to convert each of 256 possible
copper-constantan thermocouples are located between the tig@y scale values to local Nusselt number values at each pixel
layers of insulation to determine conduction losses. Between tlegation using calibration data. Each individual image covers a
first layer and the 3.2 mm thick acrylic test surfaces are custo®00 pixel by 300 pixel area. Voltages from the thermocouples
made Electrofilm etched-foil heatefsach encapsulated betweer(used for measurement of air temperatures iansitu calibration
two thin layers of Kaptonjo provide a constant heat flux bound-of infrared imagesare acquired using Hewlett-Packard 44422T
ary condition on the test surface. The acrylic surfaces, which agata acquisition cards installed in a Hewlett-Packard 3497A data
adjacent to the airstream, contain 35 copper-constantan therraoguisition control unit, which is controlled by a Hewlett-Packard
couples, which are placed within the ribs, within the flat portion84190A Series computer. Mahmood and Ligr@j and Sargent
of the test surface between the ribs, and in the smooth side wa#isal. [13] provide additional details on the infrared imaging and
Each of these thermocouples is located 0.051 cm just below thiasurement procedures.
surface to provide measurements of local surface temperatures, . . .
after correction for thermal contact resistance and temperaturd "iction Factor Measurement. Wall static pressures are
drop through the 0.051 cm thickness of acrylic. This correction [geasured along the test section smultaneoysly as the heat transfer
determined by measuring surface temperature distributions usfR§asurements are conducted, using 12 side wall pressure taps,
calibrated liquid crystals. Acrylic is chosen because of its lojpcated 25.4 mm apart near the downstream portion of the test
thermal conductivity k=0.16 W/mK at 20°C to minimize Section. These measurements are made in the test section with rib

streamwise and spanwise conduction along the test surface, #H@ulators, as well as in a baseline test section with smooth sur-
thus, minimize “smearing” of spatially varying temperature grafaces on all four walls. Friction factors are then determined from
dients along the test surface. The power to the foil heaters S§€amwise pressure gradient magnitudes. Pressures from the wall
controlled and regulated using variac power supply devices. Bpressure taps are measured using Celesco LCVR pressure trans-
ergy balances, performed on the heated test surface, then alfugers. Signals from these transducers are processed using Cele-
determination of local magnitudes of the convective heat flux. sco CD10D Carrier-Demodulators. Voltages from the Carrier-
) Demodulators are acquired using a Hewlett-Packard 44422A data
Local Nusselt Number Measurement. The mixed-mean acquisition card installed in a Hewlett-Packard 3497A data acqui-

stagnatior_l temperature of the air entering the test section is Mgfon control unit, which is controlled by a Hewlett-Packard
sured using five calibrated copper-constantan thermocouplesgoa Series computer.

spread across the inlet cross-section. To determine this tempera-
ture, thermocouple-measured temperatures are corrected for thetdncertainty Estimates. Uncertainty estimates are based on
mocouple wire conduction lossgkl], channel velocity variations 95 percent confidence levels, and determined using procedures
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described by Kline and McClintodkl4] and Moffat[15]. Uncer- 1.60
tainty of temperatures measured with thermocouples is 0.15°C.
Spatial and temperature resolutions achieved with the infrared im-
aging are about 0.52 mm and 0.8°C, respectively. This magnitude
of temperature resolution is mostly due to uncertainty in determin-
ing the exact locations of thermocouples with respect to pixel &

values used for thi situ calibrations. Local Nusselt number ratio =

uncertainty is then about0.13 (for a ratio of 2.00), or about % 0.80 -
+6.5 percent. Reynolds number uncertainty is approximately g

+1.7 percent for Reg of 10,000.

Sleicher and Rouse
1.20 A correlation [17]

1.00

RO ey

-

{Nuy/! NUo,cp)=(Toi/T w)o'35
0.40 -

Experimental Results and Discussion Kays and Crawford

In the discussion which follows, constant-property refers to correlation [12]
Nusselt numbers measured whég;/T,, is approximately 1.0,
and density, specific heat, viscosity, and thermal conductivity are 0.00 T ' ' :
approximately constant throughout the flow in the channel. 0.50 0.60 0.70 0.80 0.90 1.00
Variable-property then refers to Nusselt numbers measured when T/T,

significant variations of these properties are present, which occurs

as T /T, becomes less than about 0.9. The value used for gy 4 paseline, variable property Nusselt number ratios in a
determiningT,; /T,, is measured just downstream of a rib locategmooth channel, measured with a constant heat flux boundary
near the outlet of the test section. condition on all channel surfaces, as dependent upon tempera-

) . 0 ToilTy.
Baseline Nusselt Numbers. Both variable-property and ture ratio. To; /Ty

constant-property baseline Nusselt numbers are measured in a

smooth rectangular test section with smooth walls replacing the

two ribbed test surfaces. Except for the absence of the ribs, @dllues of this parameter are as low as 0.66. Herg,, Reapproxi-

geometric characteristics of the channel are the same as whenritagely constant for these measurements, and ranges from 29,100

ribbed test surfaces are installed. These measurements are madge 8%,400. The data are normalized by the constant property base-

the downstream portion of the test section, where the channel fltine Nusselt number, Ni,, which is determined aff,; /T,

is hydraulically and thermally fully developed. Average values are 1.0 and Rg,=29,100. The present data are well represented by

presented, which are determined from measurements made ondhexquation given by

top and bottom walls. Baseline Mualues are also time-averaged, n

and obtained with a constant heat flux boundary condition around NUp /NUg cp=(Toi /Tw) (1)

the entire test sectiofi.e. on all four channel waljswhich is the wheren=0.35. Figure 4 also shows NINu, ¢, variations based

same type of thermal boundary condition which is utilized whegn two correlations given by Kays and Cra\/\/fcﬁﬂfﬂ] and Sleicher

ribs are used in the channel. and Rousé17]for variable property effects of turbulent gas flows
The variations of the constant-property baseline Nusselt nuf-circular tubes with heating. Values affor these correlations

bers Ny ., with Reynolds number Rg are shown in Fig. 3 for are 0.5, and approximately 0.4, respectively, which give Wal-

Toi/T,=0.93—-0.94. The values in this figure are in agreemegks which decrease relative to Ny, asT,;/T, decreases. The

with the Dittus-Boelter smooth circular tube correlatidr6] for present Ny/Nug ¢, results, correlated using Eql), are then

the entire range of Reynolds numbers pReshown. These qualitatively consistent with the correlations from these two

constant-property baseline Nusselt numberg v are employed sources, since they also decreasd g¢T,, decreases. When un-

in the next section to normalize ribbed channel Nusselt numbeggyrtainty intervals are considered, the present data are then also in
Figure 4 gives variable property baseline Niata(which are agreement with the correlations from Reffs2] and[17].

also spatially-averaggdas dependent upon the ratio of inlet stag-

nation temperature to local surface temperatiig/T,,, where ~ Local Nusselt Numbers. Figures 5, 6, and 7 show spatially-
resolved, local Nu/Ny, variations along the test surface, mea-

sured afT; /T,, of 0.93, 0.82, and 0.74, respectively. Here, Nu is
5 a variable property Nusselt number measured on the rib turbulator
surface, and Ny, is the constant property, baseline Nusselt num-
ber. Re, is approximately constant for these measurements, and
ranges between 18,300 and 27,400. The results are shown over
about two periods of ribbed pattern on the bottom wall of the test
section, and are measured when the zinc-selenide window on the
top wall has no rib turbulators placed upon it. The bulk flow
direction is from bottom to top in each figure, in direction of
increasingX/D,,. Each distribution is time-averaged, determined
NU,,;=0.023(Repn)**(Pr)®* from 25 instantaneous data sets measured over a time period of 25
seconds. The Nu/Ny, contour level scale is the same in each of
these three figures, and is included in each figure.
The darker diagonal contour regions in Fig. 5 represent
0 . : Nu/Nu, ¢, variations on the tops of the ribs. Here, NujNy val-
ues are highest near the upstream and downstream edges of the rib
0 80000 e 160000 240000 top, mostly because of re-initialization of thermal boundary layers
Dh at these locations, a small re-circulation flow zone, and skewing of
the shear layer which forms in the flow near these locations. These
rib-top Nusselt number ratios are then much higher than ones

300 -

200 ~

Nugcp

100 -

Fig. 3 Baseline, constant property Nusselt numbers, mea-
sured with smooth channel surfaces and constant heat flux

boundary condition on all channel surfaces for 1,,/T, Mmeasured on the flat surfaces between the ribs. Flat surface
=0.92-0.94, as dependent upon Reynolds number Re  ,, based  NU/NU, ., values are lowest just downstream of the rib at slightly
on hydraulic diameter. largerX/Dy, values. A region of re-circulating flow, positioned just
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Nu/Nuo ¢p Nu/Nu, ¢p
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| |

: [l
5 6.90 W i
X ¢ . FLOW
FLOW
DIRECTION H ¢ DIRECTION
6.70 ‘ \
i 6,504 1 2
6.50- . : .50+ . : :
021 -001 019 039 -0.21 -0.01 Z/D0.19 0.39
Z/Dy, "
) ) . Fig. 7 Time-averaged local Nusselt number ratio Nu  /Nu, ¢,
Fig. 5 Time-averaged local Nusselt number ratio Nu  /Nuoc,  distribution along the rib turbulator test surface for Re
distribution along the rib turbulator test surface for Re H =27,400 and T,;/T,=0.74. Nu/Nu, cp scale is same as one
=18,300 and T,,;/T,=0.93. shown in Figure 5. '

downstream of the rib, is responsible for this reduction, mostl
because of reduced advection very near this part of the test Sb
face. NUu/Ny ¢, values then increase continuously 4Dy, in-

creases in this region, and the shear layérich forms above the

re-circulating flow regiopreattaches to the flat test surface. Thi

trend continues over much of the flat surface, until the flo jon Of. the data in Figs. 5-7 reveals Fhat local Nujl¥pimagni-
reaches locations just upstream of the next rib. Here, lod des increase as the temperature ratio decreases from 0.93 to 0.74

NU/Nu, ., values then decrease slightly ¥4D,, increases be- at most all flat surface locations. Somewhat different Nusselt
cp

cause of weak re-circulating flows over a narrow region along t@#{gg%cﬁ“ﬁ t/)lshaw\?;rli; titcr)]r?sn ﬁ?ﬁ?r%} Ogt %Egsrelzbs :?;Crgslgl_"es*
upstream side of the second rib. This pattern of surface Nu/Nu UNb.cp oif Tw u

o . e ions are less significant.
\r/igga;'r%nzntgggnggfgdats ltself along the test surface, as additiof ote that the local Nusselt number data in Figs. 5, 6, and 7 are

Surface distributions of Nu/Ny,, measured at lower Valuesnormallzed using constant property baseline Nusselt numbers,

of T,;/T,,, are presented in Figs. 6 and 7. Even though overggoyc , @ mentioned. If variable property, baseline Nusselt num-
qualitative distributions are similar, quantitative magnitudes rs sugh_ as thg op]esdsf?own In Ft')g' 4 at ea;}ch (;/aIUE:OQtrTW) h

NU/Nw, ¢, increase at many surface locations Bg/T,, de- are used instead, the differences between the data in these three
creases. Variations are especially apparent on the flat surfaces E@#
downstream and just upstream of individual ribs. This is due to

local temperature gradients in the re-circulating flows, and t

ear layers that form just above them. Here, efficient mixing
etween the hot fluid originating at the wall, and cooler fluid from
the central parts of the channel, gives increased transport levels as
he temperature differences in the fluid become larger. Examina-

res would be even more substantial on a percentage basis.
he influences of temperature ratio on local Nujhyvalues
e further illustrated by the results shown in Figs. 8 and 9. These
ata are obtained from the results presented in Figs. 5, 6, and 7, as
well as from an additional data set measured a{=R&7,400 and
T.i/T,=0.66. The results shown in Fig. 8 show streamwise
Nu/Nug cp variations of Nu/Ny ., along a line of constar#/Dy,= 0.0 (which
58 52 46 4 34 28 22 16 1 is also the spanwise centerline of the test supfatkere, X/Dy,
=6.65 toX/D,=6.77 correspond to surface locations upstream of
the central rib,X/D,,=6.77 to X/D,=6.83 correspond to loca-
tions on top of the central rib, and/D,,=6.83 to X/D,=7.13
correspond to locations which are downstream of this rib. In Fig.
9, Nu/Ny, ., variations in the spanwise direction are presented
along a line of constank/D,=6.90, also asT;/T,, decreases
from 0.93 to 0.66. In this figureZ/D,,=—0.20 to Z/D,=0.15

andZ/D,=0.24 toZ/D,,=0.41 correspond to spanwise locations
FLOW on the flat surface between rik&/D,=0.15 toZ/D,,=0.24 are
DIRECTION then located on top of the central rib. Like the data presented in

Figs. 5-7, the results in Figs. 8 and 9 are obtained at\Réues

between 18,300 and 27,400. Because Nusselt number effects over
this range of Reynolds numbers are very small or completely neg-
501" aifi ligible (asT,; /T, is held constant), the effects of variations of this
-4 . parameter can be neglected compared to variations of the tem-
0.21 0.01 0.19 0.39 perature ratiol o /T,, .
Significant quantitative variations of Nu/lyy, are apparent in
Fig. 6 Time-averaged local Nusselt number ratio Nu  /Nu, g, Figs. 8 and 9 as the temperature reiﬁg/TW_ changes. Increases
distribution along the rib turbulator test surface for Re  , at all flat surface locations between the ribs are apparent as the
=22,100 and T,/T,=0.82. NwNu, ., scale is same as one temperature ratio decreases, especially at locations which are very
shown in Figure 5. close to the ribs. This further illustrates the connection between

6

Dn

Journal of Heat Transfer OCTOBER 2003, Vol. 125 / 773

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



- Rey =18,300, T, /T, =0.93 (L/Dn)max
s Rey =22,100, T, /T, =0.82 )\;\/‘\
o Rey =27,400, T, /T, =0.74 d N
10 o Rey =27,400, T, /T, =0.66 /
Z/D,=0.00
8 - N
\\ P (W/Dh)rmax
g 2
:o 6 I °<> ) //
z ﬁ WDy L~
2 | OX vL/Dh
4 . X/D;=6.53
o X/Dh
) o
0 ' ' ' ' ' Flow direction
6.6 6.7 6.8 6.9 7 7.1 , . . .
)(/Dh Fig. 10 Schematic diagram of a portion of the bottom rib tur-

bulator test surface showing the layout of three ribs and the
local coordinates W/D, and L/D,, which are oriented perpen-

Fig. 8 Local Nusselt number ratios Nu /Nu, ¢, as they vary in ) " A
: dicular and parallel to the ribs, respectively.

the normalized streamwise direction at 2/ D,=0.00 for different
temperature ratios T,/ T, .

is oriented in a direction which is parallel to this rib, as shown in

local flow structure and temperature ratio effects, especially &igd. 10. W/Dp,)nax is then the normal pitch of the ribs, or the
surfaces beneath flow re-circulation zones, where local advecti@gAcing between adjacent ribs in a direction normal to the ribs.
velocities from the forced flow are relatively low, and increasedhe origin of theW/Dy, and L/Dy, coordinates is positioned at
buoyancy aids convection processedgdT,, decreases. Nusselt X/D,=6.53. The area enclosed by./Op)max and (W/Dp)max
number ratios generally decrease with decreasing temperaturetig@n represents one complete period of rib turbulator surface
tio on tops of the ribs, where Nu/Ny, values range from 4.5 to geometry. _ o
as high as 7. Here, the influences of the temperature ratio ard-igures 11 and 12 shoNu/Nu, ¢, variations forT; /T,, from
connected to high velocities in the flow near to the rib tops, @66 to 0.93. As for the data in the previous figures,, Renges
small flow recirculation zone, and to thin, skewed, and newlffom 18,300 to 27,400, and thus, has little or no effect on the
initialized thermal boundary layers. variations shown. Thé&lu/Ny, ¢, variations in Fig. 11 are aver-
) ) aged in theW/D,, direction, and shown as they vary withiD,, .

Spatially Averaged Nusselt Numbers. Spatially averaged These data are approximately constant wittD, at each tem-
Nusselt number ratiod\Nu/Ny, ¢, are determined by averagingperature ratio, which is important because it indicates that the
local, time-averaged datauch as that shown in Figs. 5, 6, and 7 thermal field is nearly fully developed. When compared at each
in directions which are oriented perpendicular to and parallel to
the rib direction, as shown in Fig. 10. In this particular case, this
rib is located on the bottom test surface. ThéD,, coordinate is

then directed perpendicular to such a rib, andlthg,, coordinate o Rey =18,300, T, /T, =0.93
a ReH =22,1001 Toi /TW =0.82

10 8 o Rey =27,400, T,; /T, =0.74
X/D;=6.90 o Rey =27,400, T, /T, =0.66

O T T T T
0 T T T 0 0.2 0.4 0.6 0.8 1

-0.21 -0.01 0.19 0.39 L/D,)/(L/ID
2D, (L/D)(L/Dp)ax

Fig. 11 Spatially-averaged Nusselt number ratios WNUMP
Fig. 9 Local Nusselt number ratios Nu /Nu, ¢, as they vary in determined from averages in the W/ D,, direction, as dependent
the normalized spanwise direction at  X/D,=6.90 for different upon the normalized L/D, coordinate, for different values of
temperature ratios T,;/ T, . Symbols are defined in Figure 8. Toil Ty, .
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10 5
© Rey =18,300-27,400
o Rey =10,000-83,700
8 4 -
%6 & §
o0 T A =]
>
Z % 3 1 © o ) o
S o
|Z 4 =z o _
2 A B
2
O T T T T 1 ' ' '
0 02 04 06 08 1 0.6 0.7 To'/ﬁ' 0.9 1
(W/Dp)/(W/Dp)mex of Tw
. . ) - Fig. 13 Globally-averaged Nusselt number ratios Nu =/Nuavc
Fig. 12 Spatially-averaged Nusselt number ratios NU/NUo,cp for fully developed flow conditions as dependent upon Ta,-/TfV

determined from averages in the L/D, direction, as dependent
upon the normalized W/D,, coordinate, for different values of
To,il Ty, . Symbols are defined in Figure 11.

for different Re 4.

As mentioned earlier, this is the rectangular region enclosed by
. . . _._the lengths /D)) max@nd W/Dy,) max Shown in Fig. 10. Globally-
glilgg)o/(irl;ér[)e?a)sr,ngx£?7'trlonciet(r;ree;\lsuessexh?gt?]igecrorr?stligtg2':?/vlirt]h':tlr?e'averaged friction factors are determined from wall static pressure

- il w oo . drop measurementat the same time as the Nusselt numbers are
local data discussed in the previous section.

The NU/NUy ., distributions in Fig. 12 are shown as they Vagfeasuredhlong the portion of the test section where the flow is

. . . ully developed. In each case, the variable property Nusselt num-
\évgtg(V?/rﬁ Dht)h/éVVL//%h)ma(leirigﬂoire d:é?gm'“ti‘i byloi\ﬁirggéng OIOX ", ber and variable property faction factor values are normalized. In
h . , .

< (W/D,)/ (WID;) a=0.54 correspond to top of the central rib Figs. 13 and 14, constant property baseline values are employed

The results in Fig. 12 thus show thBiL/Ny, ., values increase 'fo_r no;?aliz;ltil%n to gi\t/e ’;‘muo,cpt' ant?{/fg,cr,trespectivel)& In |
significantly on the flat surfaces, both upstream and downstre&i9S- 1> and 16, constant property rib turbulator measured values
of the rib, asT,; /T,, decreaseNu/Nu, ., distributions on the rib 3¢ employed for normalization to give N, andf/f,, re-

top then generally decrease by small amounts as the tempera ctively. In all four cases, the ratios are presented as they are
ratio T, /T,, decreases. ependent upon the temperature ralig,/T,,, and are given for

Interesting Nusselt number variations are also evident in Fig. ¥+ from 10,000 to 83,700, and fd,, /T,, from 0.66 to 0.95.

at each temperature ratio. For example, ¥a/Nu, cp data at The data in Figs. 13 and 14 are norma_llze_d using constant prop-
T, /T,=0.82 initially increase with W/Dh)/(W/Dh)’max at val- €y, smooth channel values because this gives ratios which quan-

ues of this parameter less than 0.2, because of the augmented |§Bamagnitudes of augmentation relative to a smooth channel with
mixing associated with shear layer reattachment. Nusselt numB@ P turbulators. The globally averaged Nusselt number ratios in
ratios then decrease slightly a&/(Dy,)/(W/D,) e increases fur- 119 13 then increase from 2.69 to 3.10%5/T,, decreases from
ther. The lowest local values in this region are then positioned jU&9® t 0.68@nd Re, Reynolds number is approximately constant
upstream of the riljat abscissa values around 0).4s a result of
the small re-circulation zones at these locations. Dramatically
higher Nu/Ny, ., values are then present on the rib itsédt _
(W/D,)/(WID)nsy. from 0.44 to 0.54), with the highest local © Reyy =18,300-27,400
values positioned near the downstream edge. The lowest spatially o Rey =10,000-83,700
averaged Nusselt number ratios are then present just downstrean
of the rib at W/Dy,)/ (W/D},) max from 0.54 to 0.80 because of the
effects of flow recirculation at these locatio$u/Nu, ¢, varia- 4 O
tions with (W/D,)/(W/D,) max at other values of ,; /T,, are then a
qualitatively similar to the distribution fof ; /T,,=0.82. g-
According to Ligrani and Mahmodd], three-dimensional con- ~ #=
duction (and variable surface heat flualong and within the test u-
surface results in local Nusselt number ratios which are signifi- 2
cantly lower than constant flux values along the rib top, except
near the edges of rib tops, where variable flux values are slightly
higher. In addition, variable flux Nusselt number ratio decreases
(relative to constant flux valug®n the flat regions between the
ribs, near corners where the ribs join the flat surrounding surface. 0 ; r ,
This last characteristic is important because it means such corners
are potential hot spots, especially when located just downstream 0.6 0.7 0.8 0.9 1
of a rib near the largest flow re-circulation zone. Toi/Tw

Globally Averaged Nusselt Numbers and Friction Factors. Fig. 14 Globally-averaged friction factor ratios fIf, op for fully
Globally-averaged Nusselt numbers are determined from averagegeloped flow conditions as dependent upon Toil T, for dif-
of local data over one complete period of rib turbulator geometrigrent ranges of the Reynolds number, Re .
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o Smooth top-dimple bottom: temperature ratio effects, which is consistent with Kays and Crgw-
AR=16 Re,=10,200-13,800[9] ford [12]. Figure 14 also shows that the globally-averaged friction
2 Protrusion top-dimple bottom: factor ratio for Rale_,OQO andly; /T, = 0.95_ is just Iowe_r than

AR=16, Re,,=10,300-13,200 [18] values measured at similar temperature ratios, but at higher Rey-

, . nolds numbers from 10,000 to 83,700. This indicates that normal-

2 4 ;;esiqtargog_a;. 40A§'4’ ] ized rib turbulator friction factor ratios show only slight Reynolds
Ho & : number dependence like normalized rib turbulator Nusselt number
169 (NUNU)=(To/TW) " ratios.

The data in Figs. 15 and 16 are normalized using constant prop-
erty rib turbulator values because this gives ratios which show the
effects of different temperature ratios and variable properties. The
present globally-averaged Nusselt number ratios in Fig. 15 are
compared to values from a channel with a dimpled bottom wall
and a smooth top wa[l9], and to values from a channel with a
(NUG/NUo,cp)=(Toi Tu)*** dimpled bottom wall and a top wall with protrusiofis8]. Note

0.4 1 that the channel aspect ratio for these latter two cases is 16, com-
pared to 4 for the present study. However, in spite of these differ-
0 ‘ . . ences, all three data sets presented in Fig. 15 show very similar
0.6 0.7 0.8 0.9 1 dependence upon temperature rafig/T,,, and are well repre-
Teil Tw sented by an equation having the form
Fig. 15 Ratios of variable-property  (globally-averaged ) rib- mmcp:(-roi/'rw)n (2)
turbulator Nusselt numbers to constant-property  (globally-

averaged) rib turbulator Nusselt numbers Nu~ /Nu,, as depen- ~wheren=—0.48. This is important because it means that heat
dent upon the temperature ratio  T,;/T, , for the present rib transfer augmentations in channels with rib turbulators, dimples,
turbulator channel, and other heat transfer augmentation de- or protrusions increase substantially as the ratio of inlet stagnation
vices [9,18]. temperature to local surface temperature decreases.
The dependence of friction factor ratidéf., on T /T,, is

shown in Fig. 16. These data are also given for Reynolds numbers
at 18,300 to 27,400 This figure also shows that the globallyReg, from 10,000 to 83,700, and fof,,;/T,, from 0.66 to 0.95.
averaged ratio for Re=10,000 andr,;/T,,=0.93 has roughly the These variable property rib turbulator data are well represented
same magnitude as data measured at about the same temperasing an equation given by
ratio, but at different Reynolds numbers from 10,000 to 83,700.
As for the data presented in other figures, this further illustrates f/fep=(Toi/Ty)" 3)
the very weak dependence of Nusselt ratios on Reynolds numbe

and the strong dependence on temperature ratio. According fgc'en = 0-17. With this value, the present variable property fric-
Ligrani and Mahmood6], globally-averaged Nusselt number ralon factor ratios show slightly greater dependenceTgn/T,,
n given by a correlation for smooth ducts from REf2]

tios decrease somewhat if three-dimensional conduction in the test. . . A
surface is considered, especially for Reynolds numbzased on Which is also included in Fig. 16
channel heightgreater than 60,000. Performance Parameters. The performance parameter,
In contrast to the data in the previous figure, the variable propNw/Nu, ) (FIf, cp)1’3, originally given by Gee and WeHH1.9],
erty friction factor ratios in Fig. 14 decrease B /T, decreases provides a measure of the amount of heat transfer augmentation
from 0.95 to 0.66(and Re; Reynolds number is approximately rejative to the pressure drop penalty, where each is given for the
constant at 18,300 to 27,400his means that the flow and ther-same ratio of mass flux in an internal passage with augmentation
mal fields have different dependence on variable propertybvices to mass flux in an internal passage with smooth surfaces.
Figure 17 shows magnitudes of this performance paraniater
dependent upon the temperature rafig/T,,) for the present
1.2 ribbed channel, along with values from a channel with a dimpled
bottom wall and a smooth top wdB], and values from a channel
with a dimpled bottom wall and a top wall with protrusiofis].
The present data are obtained from the results presented in Figs.
13 and 14.
For each of these channel configurations, parameters increase
as the temperature ratig,; / T,, decreaseg&@nd the Reynolds num-
i =(T. 0.17 ber is about constanwith a rate of increase which is roughly the
0.6 (Ffeo)=(Tei/ Tw) same. This is a result of complex interactions between instanta-
neous secondary flows produced by the different devices, and the
local temperature gradients in the fluid. According to the data in

/20

0.3 Smooth duct correlation [12] Figs. 13, 15, and 17, these interactions result in near-wall, thermal
turbulent transport levels which become larger as the overall tem-
perature gradients and overall temperature differences in the chan-
nel increase.

0 ' ' ' Also included in Fig. 17 are data from the present rib turbulator
0.6 0.7 0.8 0.9 1 arrangement as the Reynolds number varies, and the temperature
TIT ratio is approximately constant. These results cover a range of
or W values which are in approximate agreement with they Re
Fig. 16 Ratios of variable-property, rib turbulator friction fac- =10,000 andT,, /T,,=0.93 data point, which indicates low per-
tors to constant-property, rib turbulator friction factors fifg, as formance parameter dependence on Reynolds numher Re
dependent upon temperature ratio T,/ T, , for the present rib The present rib turbulator performance parameters range from
turbulator channel. 1.73 t0 2.03 ag,,;/T,, decreases from 0.95 to 0.66. Even though
776 / Vol. 125, OCTOBER 2003 Transactions of the ASME
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o Smooth top-dimple bottom:
AR=16, Re  =10,200-13,800 [ 9]

o Protrusion top-dimple bottom:
AR-16, Re =10,300-13,200 [18]

A Present rib data: AR=4,
ReH =18,300-27,400

* Present rib data: AR=4,
ReH =10,000-83,700
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Fig. 17 Rib turbulator channel thermal performance param-
eters as dependent upon
including comparisons with thermal performance parameter
magnitudes produced by other heat transfer augmentation de-
vices [9,18].

T,il T, for Re , from 10,000 to 83,700,

overall heat transfer augmentations in channels with rib turbula-
tors, dimples, or protrusions increase, and that friction factor pen-
alties in ribbed channels decrease, as channel temperature differ-
ences and overall temperature gradients become l§pgevided

the wall is hotter than the flu)d

These globally averaged variations in the ribbed channel are
mostly a result of local Nusselt number ratio increases at all flat
surface locations between the ribs as the temperatureTgtid,,
decreases. These variations are especially apparent on the flat sur-
faces just upstream and just downstream of individual ribs. For
the latter, this is due to the flow separation and reattachment zones
located just downstream of each rib, and the local temperature
gradients which develop in these flows. Local NujNpdistribu-
tions on the rib tops are then much higher than ones measured on
the flat surfaces between the ribs, and generally decrease as the
temperature ratid,; /T,, decreases.

Thermal performance parameters (Nu, c,))/(f/f, )" in-
crease at about the same rate as the temperature Trgtid,,
decreases for the present ribbed channel, as well as for the chan-
nels with dimples and/or protrusiofagain provided that the Rey-
nolds number is about constanOf these arrangements, the rib
turbulator values are slightly lower because of higher form drag
and higher friction factors.
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Nomenclature

= streamwise extent of test surface

a
these values are relatively high, Fig. 17 shows that they are somesR

what lower than values measured at the same temperature ratios in, —

channels with dimples and/or protrusidi$s10,18]. This is mostly Dy,
due to the higher form drag and higher friction factors produced g
by the ribs, especially the contributions to these quantities by theg,
flow separation and reattachment zones which are located just ¢
downstream of each rib. fo

Summary and Conclusions H

The present results show the effects of temperature ratio and k
variable properties on spatially-resolved Nusselt numbers, L
spatially-averaged Nusselt numbers, and global friction factors inyy
a channel with an aspect ratio of 4, and 45 deg inclined ribg,
(relative to the mainstream flow directipariented in perpendicu-
lar fashion to each other on two opposite walls. The ribs have
square cross-sectiop/e=10, e/D,=0.078, and approximately py
25 percent blockage of the channel cross-section. The data argy
given for values of the temperature rafig;/T,, from 0.66 to qu
0.95, and Reynolds numbers Rigom 10,000 to 83,700. Rey

Globally averaged Nusselt numbers, measured in the rib turbu- n

lator channel, increase from 2.69 to 3.10 as the temperature ratiq, _

T.;/T,, decreases from 0.95 to 0.§provided Reynolds number

Re, is approximately constant, and values are_normalized by
baseline, constant property Nusselt numbers to giveNNl.,). z
Friction factor ratiosf/f, ., then show different dependence on
this temperature ratio, since they decreaseT g¢T,, decreases
from 0.95 to 0.66(again with approximately constant e The
dependence of these data on temperature ratio is given byZgs. cp

and(3), respectively. For the former case, the rib turbulator Nusmax =

selt number ratios Ntu,,, show similar dependence ah,; /T, mx
as for data from other sourcgs,18]for a channel with a dimpled o
bottom wall and a smooth top wall, and a channel with a dimpled oi

bottom wall and a top wall with protrusions. This means that w =

Journal of Heat Transfer

channel aspect ratio

spanwise extent of test surface

channel hydraulic diameter

rib turbulator width

rib turbulator width in the streamwise direction

= friction factor

baseline friction factor in a smooth channel with no rib
turbulators

channel height

thermal conductivity

local coordinate in direction parallel to ribs

local Nusselt numbeoDy, /K(Ty— Ty

= baseline Nusselt number in a smooth channel with no

rib turbulators

= streamwise pitch spacing of rib turbulators

molecular Prandtl number

surface heat flux

Reynolds number based on channel height
Reynolds number based on hydraulic diameter
local static temperature

local coordinate in direction normal to ribs

= streamwise coordinate measured from the test section

inlet
spanwise coordinate measured from the test surface
centerline

Subscripts

constant property value

maximum value

local mixed-mean value

baseline value

total or stagnation value at the test section inlet
local wall value
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i i i Three-dimensional simulation of turbulent separated and reattached flow and heat trans-
HII‘OVUkI Yoshikawa fer over a blunt flat plate is presented. The Reynolds number analyzed is 5000. The
vortices shed from the reattachment flow region exhibit a hairpin-like structure. These
Terukazu Ota Igrge-scale vortex structures greatly in_fluence the_ heat transfgr in t_he reattachm_ent re-

Prof. gion. Present results are compared with the previous three-dimensional calculations at
low Reynolds number and it is found that there is no essential difference between two
results with respect to the flow structure. The reattachment length is about five plate
thicknesses, which is nearly equal to the previous experimental ones. The velocity distri-

Tohoku University, butions gn_d turpqlence intensities are in good agreement vyith_ th(_e experimental data.
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Introduction turbulent separated and reattached flow and heat transfer over a

There have been many studies on the turbulent flow and hé L{I’]t flat plate with three-dimensional calculations at high Rey-

transfer in a separated and reattached flow over a blunt flat plate
[1-10. However, influences of the vortex structure on the detail

of heat transfer mechanism are not fully clarified yet. This ma ﬂ‘y

be due to the facts that experiments with high reliability ar o “).

very difficult since the flow is complicated as accompanying th{_ p_ GM ------- x >
reverse flow, shedding of the large-scale vortices, and stroi S ¢ 1O 7 ”’”’\’( ”{
unsteadiness, though a blunt flat plate is a simple geometric £, LLLLLLLLLLN LILLLLLLLINLLLLL,

configuration. \D <
In the previous flow visualization studies at low Reynolds num e\ ' Wted surface
ber[11-13, it is reported that the transition to turbulence by the

instability of separated shear layer occurs downstream of the sepa-
ration point and the reattachment length is almost constant when  Fig. 1 Flow configuration and coordinate system
the Reynolds number based on the plate thickness and inlet uni-

form flow velocity becomes greater than about 700. From the: 12 | T T T T I A

points of view, the present authors performed a two-dimension R Experimental

simulation of the turbulent flow and heat transfer at Reynoldm A\ Kiya—Sasaki (BR=0%)

number 1000, and they clarified the correlation between the larc, & 10 b iveevrrerrorr] (] Chemy et al. (BR=3.79%) |

scale vortex and heat transféf4,15]. However, the three- ™S 8 gﬂfgf?gsé‘;’;%m‘im)

dimensional flow structure is not treated by the two-dimension: - Numerical

calculation and the turbulence quantities are overestimated sir 8 I © Tafti-Vanka (BR=0%)

the spanwise variations of vorticities are neglected. The thre O Ota-Yanaoka (BR=0%)

dimensional simulation at the same Reynolds humber was cc L 5 @ Prosent (BR=0%)

tinuously conducted and it is found that the three-dimension :

flow structure accompanying the hairpin-like vortex greatly influ 6 R frr =

ences the heat transfer mechanigh6]. However, the reattach- | i A i

ment length predicted is larger than the previous experiment e : U o

data at high Reynolds number, and accordingly, distributions « 4 =i e (} ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ —_

the velocity and turbulence intensity deviate from the experimel 5 :

tal ones. Comparisons of the temperature profiles are not me B )

since there is no experimental study at low Reynolds number, a 2 e —

subsequently influences of the Reynolds number on the tempe : :

ture field are not fully investigated yet. = -
The purpose of the present study is to numerically predict t el il o

10° 10* Re W

Contributed by the Heat Transfer Division for publication in th®URNAL OF e

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 12,

2002; revision received April 30, 2003. Associate Editor: S. P. Vanka. Fig. 2 \Variation of reattachment length with Reynolds number
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Fig. 3 Isosurface of curvature of equi-pressure surface at T=120 (a) side view; (b) top view

nolds number and to investigate influences of the Reynolds numhere the superscript denotes nondimensional quantities, and
ber upon the velocity and temperature fields as compared wipace coordinates fluid velocity u, pressurep and temperaturé
experimental results. are nondimensionalized by* =x/H, u*=u/U.., p*=p/pU2,
and 6* =\(6—6..)/(quH), respectively.
The numerical method employed in the present study is almost
Fundamental Equations and Numerical Procedures the same as our previous orié4,17]. That is, the finite difference
Figure 1 represents the flow configuration, coordinate systdRfms of these equations are obtained by the Crank-Nicholson
and main physical parameters. A blunt flat plate of thickréss method for the time differentials. The fifth-order upwind differ-
located in a uniform flow. Fundamental equations analyzed in tie@ice is applied for the convection terms in order to make clear the
following are the continuity, momentum and energy for a threetynamics of vortice$18], the fourth-order central difference for
dimensional unsteady flow of incompressible viscous fluid witthe diffusion terms, and the second order central difference for
constant properties. other space differentials, respectively. Since high order upwind
V.u*=0 1) schemes are dissipative, the central difference schemes are pre-
ferred in DNS[18,19]. However, the oscillations occurred around
1 the leading edge of blunt flat plate when the second order central
Ui+ (Ut V)ur=—Vp*+ R—evzu* @ difference method was used. Accordingly, the fifth-order upwind
scheme is used in the present study. The Lagrange polynomial is
used to obtain coefficients in the difference forms so that the

1
OF +(U* V) 0" = o5 V20 ®)
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Fig. 4 Isosurface of second invariant of velocity gradient at T=240

present numerical method can be applied to nonuniform grid sys#ation was performed at the same Reynolds number using the
tems. Resulting finite difference equations are solved using thed number of 246&123x41[16] and the results were in quali-
SMAC method[20]. tatively good agreement with the previous experimental ones at
The boundary conditions are as follows. As for the velocity, thieigh Reynolds number. As for the investigation at higher Rey-
uniform velocity profile at the inlet and the no-slip condition omolds number than the present study, Tamura g22l| performed
the plate surface are assumed. At the outlet, the zero gradienfidsv calculations over a rectangular cylinder at=R* using the
used. The influence of the separated shear layers on the upper @@ number of 1,600,000 and their results agree well with the
lower surfaces of plate propagates to the upstream and their weaierimental ones. Considering these previous studies, the com-
interaction may be predicted. However, the symmetry on thgutational grid of 24&123x41 generated by the orthogonal co-
x-axis upstream of the leading edge is assumed in the presertinates with non-uniform spacing is used in the present study.
study similarly to the previous numerical ori®-10,16,17], since  The numerical calculations are performed on the flow at Rey-
the time averaged flow filed is found to be symmetric as to theolds number Re5000 and Prandtl number £6.7. The numeri-
x-axis in the experimental study']. Some detailed discussionscal calculation at higher Reynolds number was made preliminar-
have been made on such symmetry condition by Tafti and Vank However, the calculation did not succeed by the numerical
[8]. On the upper boundary of the computational region, zefmstability. Therefore, we conducted the simulation at=8600,
velocity in the y-direction and zero gradient for other velocitywhich is lower than experimental on¢$,2,5,7]. However, it is
components are presumed because its boundary is very far from
the plate. As for the temperature, it is assumed to be uniform at
the inlet, and the plate surface is heated under a uniform heat flux,
though the leading edge of the plate is adiabatic. The second de-,_8
rivative is assumed zero at the outlet and the symmetric condition Q
on thex-axis upstream of the plate is used similarly to the veloc- <_° 0.5
ity. On the upper boundary, zero gradient is presumed. The span- =
wise space between vortex structures formed is found to be about-_*

1.0

3H~4H at low Reynolds number by the flow visualization study 0 ] \ VAW PN \ ~

[13], and about 2.5H 3.5H at high Reynolds numbd21]. Ac- S A AN WA 17 AL

cordingly, the periodic boundary condition is employed in the ~ ' \)"l v

spanwise direction. Sl e — "f: I
The computational region extends from10H to 30H inthe | = ——=——- w’

x-direction,—0.5H to 9.5H in the y-direction and O to ¥ in the 1.0 N | L | L ] L | N

z-direction, respectively. 0 1 2 3 4 5
The computational grids of 1937, 246x123 and 269Xx146 x/H

for two-dimensional calculation at Reynolds number=R€00
was used in the previous stufiy5] and reasonable results wererig. 5 Velocity fluctuations along separated shear layer at
obtained by the grid number of 24@.23. Three-dimensional cal- z/ H=2 ( T=240)
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Fig. 6 Velocity vectors ((a) and (c)) and temperature contours ((b) and (d)) at T=240

considered that the essential characteristics of the turbulent selpger is two-dimensional immediately after the separation. It be-
rated and reattached flow are well simulated. The sampling edmes unstable and wavy to the downstream, and rolls up into the
results is performed after the flow becomes statistically stationagpanwise vortex. This two-dimensional vortex breaks down up-
The sampling time and size are 360J.. and 2.88X.(P for the stream of the reattachment point and the flow in the recirculation
mean quantities, respectively. The mean quantities are obtainedrégion is three-dimensional afH>2. The streamwise vortices
averaging both in time and in the spanwise direction. The samre generated upstream and downstream of the reattachment point.
pling frequency of velocity, pressure, and temperature fluctuatiombe isosurface of second invariant of velocity gradientTat

is 100U, /H, which corresponds to nearly 820 times of vortex=240 is shown in Fig. 4. It is very clear that the large-scale
shedding frequency 0.1, /H in the present study. The samplinghairpin-like vortices exist downstream of the reattachment point.
time is 360HU., and the sampling size is 36,000 for these instarsuch the hairpin-like vortex is observed by the flow visualization
taneous data. In the following, the starting time of sampling istudy[13]and also the previous numerical analy§#8,16]. The

presented a3 =0. spanwise size of this large-scale vortex is found to be abbiyt 2
. . ) which is in good agreement with the LES result of Suksangpa-
Numerical Results and Discussion nomrung et al[10]. There is no essential difference of flow struc-

Figure 2 shows a variation of the time averaged reattachmdHfe except for the rolling up of the separated shear layer as com-
length with Reynolds number comparing with the previous expefared with the previous numerical result at=R900[16].
mental[4—7] and numerical resultf9,16]. BR in the figure de- ~ Figure 5 shows the velocity fluctuations along the separated
notes the blockage ratio. In the present stly,is defined as a shv_ear layer foz/H=2.0 atT=240 in order to find the transition
streamwise distance from the leading edge to a location of zé@gint of the separated shear layer. As shown in Fig. 4, it is found
time averaged friction coefficient. The present result is abotftat the transition to turbulent flow occurs arourtH=1 in
4.9H, which is in good agreement with experimental results thich the velocity fluctuations become very large. At the transi-
high Reynolds number. In the previous flow visualization studigin point, the spanwise velocity fluctuation rapidly varies and
[11-13, it is reported that the reattachment length is nearly cotherefore the instability of separated shear layer may be attributed
stant, about B, when the Reynolds number is greater than abot@ the three-dimensional flow just downstream of the separation
700. On the other hang is 7H in our previous numerical study point inside the recirculation region. Three-dimensionality of flow
at Re=1000{16] and 6.36Hin the numerical one by Tafti and is clearly presented as shown later in Fig. 8. The streamwise fluc-
Vanka[9], and they are different from the flow visualization datatuation reaches 100% of uniform velocity in the separated shear
This may be due to the fact that the free stream turbulence is ha@yer and the spanwise fluctuation of about 50% is observed.
considered in the numerical calculations. Therefore, it is found that three-dimensionality of the flow is very

It is observed from the flow visualization resutsl-13 that severe.
the present Reynolds number is included in the turbulent flow The velocity vectors and temperature distributions in yhe
regime, thus the three-dimensional vortex structure exists in th&ne at the same tim&=240 are presented in Fig. 6. The
flow. Figure 3 presents the isosurface of curvature of equdtreamwise points of/H=4 and 6 locate inside the recirculation
pressure surface dt=120 in order to visualize the vortex struc-region and downstream of the reattachment point, respectively.
tures. This method is well suitable for visualizing of the vortex¥rom the results of velocity vectorsxftH = 4, the relatively small
tube as shown in the previous stuflii7]. The separated shearstreamwise vortices generated by the breakdown of spanwise vor-
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Fig. 7 Power spectrum (a) x-component velocity outside the
separated shear layer and (b) z-component one near the lead-
ing edge

1.0

tex exist at several spanwise points. These streamwise vortices
that exist upstream of the reattachment point increase the heat
transfer near the wall and Nusselt number attains a maximum
aroundx/H=4 as shown later in Fig. 9. At/H=6 downstream

of the reattachment point, the structure of the hairpin-like vortex
becomes further clear and the vortex pair rotating in reverse di-
rection exists around/H=2. It is found from the temperature
distribution that the fluid mass heated on the wall is entrained into
the free stream by this vortex structure. Following the above de-
scriptions and previous numerical results at=R@00, it is con-
firmed that the correlation between the large-scale vortex and heat
transfer is, in essence, independent of the Reynolds number and
accordingly there is no essential variation of flow structure be-
tween Re=1000 and 5000.

The separated shear layer rolls up and grows into the spanwise
vortex. This spanwise vortex becomes unstable and wavy, and
subsequently breaks down in the reattachment region. These phe-
nomena are periodically observed. This shedding of the large-
scale vortex is investigated by examining the fluctuation of veloc-
ity. Figure 7(a)presents the power spectrum xotomponent of
velocity fluctuation just outside the separated shear layer down-
stream of the reattachment point. The fluctuating energy is domi-
nant aroundf=0.6U,./Xg, which exhibits the shedding fre-
quency of the large-scale vortex from the reattachment flow
region and this value is in good agreement with the previous ex-
perimental results off =(0.6~0.7)U../Xg [4-7]. The power
spectrum ofz-component of velocity fluctuation near the leading
edge is shown in Fig. (B). The peak exists around
=0.16U,. /Xg and its frequency is lower than the vortex shedding
one. This exhibits the low frequency flapping which is observed in
the previous experimental and numerical wofks-7,9,10,23].
Figure 8 shows the velocity vectors in the y andy — z planes at
T=240. The fluid mass is entrained upstream by the rolling of
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AT

L5

y/H 1.0 |
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Fig. 8 Velocity vectors (a) x—y plane at z/H=2 (b) y—z plane at x/H=1 (T=240)
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separated shear layer. The cross-stream and spanwise velocities
are generated in the neighborhood of the separation because ofatmindx/H =4 upstream the reattachment point. Its location is
three-dimensional flow in the recirculation region near the watlearly consistent with the maximum point of Ny Such the
and the separated shear layer is locally entrained into the frieedency is similar to that at Rel000. Difference of Nusselt
stream. The low frequency motion may partly be due to such thhember between two experimental studies is very large in the
three-dimensional phenomena near the separation as mentioneighborhood of the leading edge. Ota and K@d] have re-
by Tafti and Vankd9]. It is observed in Fig. 5 that the spanwisgorted that this may be due to the sizes of copper electrode, which
velocity around the transition point is relatively large. Howevemre different from each other. Furthermore, there exists the free
the further investigation is necessary in order to make clear tegeam turbulence in the experiment, and the transition of sepa-
mechanism of the low frequency motion. rated shear layer occurs more upstream than that of the numerical
It is reasonable to consider that the large-scale vortices hasienulation. When the rolling of separated shear layer is generated
great effects upon the heat transfer in the reattachment region. Tipstream, the heat transfer increases just after the separation. Ac-
correlation of Nusselt number at the reattachment pointz ,Nucordingly, it may be reasonable that the discrepancy between the
with Reynolds number is shown in Fig(ed. Ota and Korj1,24] numerical and experimental data around the leading edge is due to
proposed a correlation formula of Niased on their experimen- the uncertainty of the experimental data and to the free stream
tal data. It is found that the discrepancy between two experimentatbulence.
data of Ny, increases at low Reynolds number though the experi- Figure 10 compares thecomponent of time averaged velocity
mental procedures are almost the same. The present result isvith previous experimental result4,5,7]. The data by Kiya and
good agreement with the correlation proposed by Ota and K&asaki[5] show values at 0.5% downstream of the streamwise
[24]. Figure 9(bshows distributions of the time averaged Nusselocation indicated in the figure. The present results are in good
number Nu and the rms value g as compared with the experi- agreement with experimental ones. The strong reverse flow exists
mental datg[1,24]. Nu and N, are normalized by Ny The in the recirculation region and its velocity becomes Q35at
flow in the recirculation region is turbulent because of the transi/H=3.0. Figures 11 and 12 show distributions of the turbulence
tion of separated shear layer. Therefore, Nu rapidly increasesiimtensities ofx and y-components of velocity, and the Reynolds
the downstream of the transition point and reaches a maximwhear stress, respectively. There is much scatter in the experimen-
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tal resultd2,5,7]. It may partly be attributed to some difference of The low frequency flapping, which is caused by the three-

the experimental condition and measuring method. Ota and co- dimensional flow near the separation, is also observed.
workers[1,2]used Pitot probes and hot-wires for the mean veloc- 3) The time averaged reattachment length isH4.9vhich

ity and turbulence intensities, respectively. Kiya and Sagaki agrees well with the experimental data at high Reynolds
measured data by split-film sensors. Djilali and Gartshdteised number as compared with the result at=R&00. Further,

hot-wire and pulsed-wire probes, and they report that hot-wire distributions of the velocity and turbulence intensity are in
data is reasonable when the local turbulence intensity is below good agreement with the experimental results.

20%. Though there exists such scatter, it may be concluded tha#) The dependency of temperature field upon Reynolds num-
the present numerical results are in reasonably good agreement ber is large as compared with the velocity field.

with the experimental ones. However, the fluctuating components

at x/H=1 are underpredicted. The transition of the separatettknowledgment

shear layer in all the experimental studies occurs more upstreal .

than the present numerical simulation since the Reynolds number N€ authors acknowledge that the present calculations were
in the experimental studies is higher than the present one. Accof@nducted using a CRAY-C916 at the Institute of Fluid Science
ingly, this discrepancy is partly due to the difference of Reynoldd!d @ SX4/128H4 at the Information Synergy Center, Tohoku
number. In the previous numerical simulatidd8], the results are JMVersity.

found to be in good agreement with experimental data at '?\?omenclature

=50,000.
Distributions of the time averaged temperature are comparedEy(f)= power spectrum of
with the measured on¢4] in Fig. 13. The present result is larger f = frequency of power spectrum

than the experimental ones especially near the plate surface. Such H = plate thickness
a discrepancy is mainly due to the difference of Reynolds number Nu = Nusselt number=aH/\
and also the uncertainty in the experiment as shown in Fig. 9. The p = pressure
temperature becomes maximum around just outside of the sepa- Pr = Prandtl number
rated shear layer in the upstream location. The present results q,, = heat flux per unit area and unit time
exhibit qualitatively a similar behavior to that of the experimental Re = Reynolds numbetU_ H/v
data. t = time

As previously described in the above, the present numerical T = non-dimensional sampling time
results agree well with experimental ones at higher Reynolds u = velocity vector (1,v,w)
number for the velocity field. However, there are large differences U, = velocity of upstream uniform flow
for the temperature distribution. The numerical results at Re x = coordinatesX,y,z)
=1000 and 5000 and experimental ones are compared for the timeXg = time averaged reattachment length
averaged temperature and rms values at the reattachment point in « = heat transfer coefficiertq,, /(6,,— 6-.)
Fig. 14. The numerical results clearly approach the experimental 6 = temperature
one[1,3]with an increase of Reynolds number. Accordingly, itis N\ = thermal conductivity
clearly indicated that the dependency of temperature field upon v = kinematic viscosity
Reynolds number is large, which is different from the velocity = p = density
field. 7 = wall friction stress

The x andy-components of turbulent heat flux are presented @ubscript
Fig. 15. The peak of two components exists in the separated shear
layer upstream of the reattachment point as showing the activerMS = root mean square
heat transfer between the recirculation region and free stream. W = wall ]
This peak value decreases to the downstream and a new peak ® = upstream uniform flow
appears near the plate surface. Figure 16 presents the ratio of 8yperscript
components of the turbulent heat flux. The streamwise turbulent
heat flux is greater than the transversal one and its ratio is very
high near the wall. Ota and Kdr25] reported the similar results
in their experimental study. The streamwise turbulent heat flux
exhibits great effects upon the turbulent heat transfer in the figneferences
accompanying the separation and reattachment. The present rgd Ota, T., and Kon, N., 1974, “Heat Transfer in the Separated and Reattached
suls may be useful In establising a trbulence model with figh, B 208 St e, (e et vt 0 42,
reliability for the turbulent heat transfer in the separated and reat="" g ~"red Flow Over a Blunt Flat Plate,” ASME J. Fluids EFg0, pp.
tached flow. 224-228.

[3] Ota, T., and Kato, H., 1991, “Turbulent Heat Transfer in a Separated and
Reattached Flow Over a Blunt Flat Plate?toceedings of The 3rd ASME/

. JSME Thermal Engineering Joint Conferende R. Lloyd and Y. Kurosaki,
Concludlng Remarks eds., ASME, Reno, Nevada, pp. 191-196.

_di : : : : _[4] Ota, T., and Ohi, N., 1995, “Turbulent Heat Transfer in a Separated and Re-

Three-dimensional direct numerical calculations of the turbu attached Flow Over a Blunt Flat PlatePtoceedings of The 4th ASME/JSME
lent separated ar]d reattached flow and heat tran$fer over a blunt themal Engineering Joint Conference. S. Fletcher and T. Aihara, eds.,
flat plate are carried out at R&000 and Pr=0.7. It is found that ASME, Maui, Hawaii,1, pp. 363—370.
the present numerical scheme simulates very well the complicatetf] JKiné}v !\(/jl-Manthf;;iki, K.é;%ﬁé“Structure of a Turbulent Separation Bubble,”

_J. Fluid Mech.,137, pp. 83-113.
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; e irnvin.li : F [7] Dijilali, N., and Gartshore, I. S., 1991, “Turbulent Flow Around a Bluff Rect-
1) Itis clarified that the hairpin-like vortex exists similarly angular Plate. Part I: Experimental Investigation,” ASME J. Fluids Eh$3

to the result at Reynolds number 1000 and there is no 5 5159,
essential variation with the Reynolds number in the flow [8] Tafti, D. K., and Vanka, S. P., 1991, “A Numerical Study of Flow Separation
structure. and Reattachment on a Blunt Plate,” Phys. Fluids347), pp. 1749-1759.
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Flow and Heat Transfer Behavior
w.Lsmays | fOF @ Vortex-Enhanced Interrupted
H. Ge Fln

A. M. Jacobi The potential for enhanced air-side heat transfer in HYAC&R applications has been
J. C. Dutton investigate_d using combim_ed _spanwise and streamyvise vo_rticity. Spa_nwise vortic_:es were
e created using an offset-strip fin array, and streamwise vortices were introduced into the

flow using delta-wing vortex generators. Mass transfer measurements, obtained using the

Department of Mechanical and Industrial naphthalene sublimation technique, were used to quantify the heat transfer characteristics
Engineering, of a baseline and enhanced array, and these results were compared to flow visualization
University of lllinois at Urbana-Champaign, and particle image velocimetry measurements of the instantaneous velocity fields. Signifi-
1206 West Green St., cant enhancement was observed over portions of the Reynolds number range tested
Urbana, IL 61801 (400<Re=3700), and a transitional Reynolds number range was identified within which

the spanwise and streamwise vortices act to decrease the heat transfer performance of the
array. [DOI: 10.1115/1.1597616

Keywords: Convection, Enhancement, Heat Transfer, Heat Exchangers, Vortex

Introduction changer. Vortex shedding characteristics within the offset-strip ar-

vary depending on Reynolds number and geometry, allowing

. . ra
Hgat t_ransfer enh_ance_ment IS Important in many endfuse enefgygreat flexibility in designing an optimum VEIF. In addition,
?pp"‘?at'ons’. esE)emaIIy in HVAC&R systems which typ'ca”y.us%xtensive research concerning offset-strip arrays has been
air-side I|r_n|ted heat exchangers. A§ .SUCh’ several techniqu rformed, allowing for a comparison of the results to extant

for enhancing the heat transfer coefficient have been develop ;

X JECT] | ta[1,2,10—12].
Two techniques for enhancement are the use of highly interrupte elta-wings have been selected as the VGs because they have

fins, and flow r_nanipulators known as vortex geﬂera(VGs)- been shown to be highly effective with respect to heat transfer
Ir_lter_rupted f'r.ls cause boundary layer restarting and can Calsfhancement per unit VG ardd3]. Unfortunately, inducing
periodic spanwise shedding, each of which has been showngio,,yise vortices in this flow to enhance heat fransfer will be

significa_ntly increase the heat transfer coeffici¢ht-3]. The accompanied by an increase in pressure §itd. However, since
mechanisms for heat transfer enhancement and the onset of SRAR; : P

wise vortex shedding for flows through interrupted-surfaces ar&?rays[lS] delta-wi

communicating channels have been studied in detaibl. Vortex  ,rger to maximize the heat transfer enhancement without a large
generators add streamwise vortices to the flow field, and local hﬁﬁbact on the total pressure loss in the combined system. Further-
transfer enhancements of up to 150 percent, with average &flsre Gentry and Jacob?] have performed an extensive inves-
hancements of 20 percent to 50 percent, have been measyfegion characterizing the delta-wing VG on flat plates, with an
downstream of vortex generators on a flat pfate The potential emphasis on understanding the relationship between flow struc-
for additional enhancements from the combination of these teGlyve and heat transfer. The results of Gentry and Jacobi's work
niques is suggested by detailed experiments on vorticity in Sh‘iﬁbvide a basis for selecting delta-wing parametees, angle of

layers[8,9]. Within these shear layers, counter-rotating streamack, span, etcfpr desired heat transfer behavior.
wise vortex pairs exist in the braid region between the dominant

spanwise Brown—Roshko rollers. The locations where the stream-

wise vortices wrap around the spanwise vortices are regions of .

very high mixing of freestream fluid within the shear layer. To ouEXperimental Equipment and Methods

knowledge, no studies of the heat transfer effect associated withrjow visualization using dye-in-water experiments was per-

combined spanwise and streamwise vortices have been reporteghifned to determine qualitative flow features. Full-field velocity
the literature. Moreover, no clear guidelines exist for the placgata were also obtained, using particle image velocim@ty).
ment of vortex generators in interrupted-fin geometries with rgteat transfer data are presented for comparison to the PIV and
spect to heat transfer enhancement. flow visualization results. The heat transfer data were obtained
The purpose of this research is to contribute a fundament@ing the naphthalene sublimation technidl6]. Due to space
understanding of the enhancement capability of combined spaimitations, only a brief description of the experimental methods
wise and streamwise vortices in offset strip-fin arrays. In order ¥nhd facilities is given; however, a complete description of appa-
reduce the extensive parameter space of this problem, we consigglis and procedures has been provided by Smotrys Et7gl.
the simple case of delta-wing VGs and a Reynolds number range . . o
typical to the motivating application in HVAC&R. The concept Flow Facilities and Arrays. Flow visualizations and PIV
developed in this research is thus termed the vortex-enhanced/}zasurements were obtained using a recirculating water tunnel.
terrupted fin(VEIF). The water tunnel test section has a free-surface flow, and dimen-
The offset-strip geometry was chosen because it is easy $§ns of 15.24 cm wide by 15.24 cm high by 45.72 cm long; it

implement and represents a commercial interrupted-fin heat d%@S constructed from 1.27 cm thick Plexiglas. A Plexiglas end
wall permits optical access from the downstream direction. The

Contributed by the Heat Transfer Division for publication in tf@BNAL OF water tunnel has a nearly uniform mean velocity distribution

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 12, 2002€i1__2 percentand r_elatively low freestream turbulencel per-
revision received April 9, 2003. Associate Editor: C. Amon. cent)in the test section.
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B e U e N . The VGs are of the delta-wing type, with a span lbf

=2.54cm, a chord length of=2.54 cm, an aspect ratio of
=2b/c=2, a thickness of 0.25 mm, and an angle-of-attack of
@ B=25 deg; see Fig. 1. Two arrays are compared in this study: a
baseline arraywith no VGs)and a Two-VG enhanced array. The
Two-VG enhanced array uses two metal delta-wing VGs attached
to each of the leading fins of the baseline arfag. 1). The wings
are attached to the fins using double-sided tape.

Naphthalene Sublimation. The naphthalene sublimation
technique/16] was used to measure mass transfer within the test
arrays at several fin locations. Using the well-known heat and
mass transfer analogy, the mass transfer results provide a quanti-
tative evaluation of the heat transfer characteristics of the baseline
and Two-VG arrays. Thus, these experiments provide a measure
® of heat transfer performance. The naphthalene-coated fins were
prepared by pouring molten scintillation-grade naphthalene into
the machined cavity of a carbon steel fin. After solidification,
excess naphthalene above the fin edges was removed and the sur-
faces were polished with fine-grit sandpaper. The naphthalene
specimens were placed in the center columns of the test arrays
with the naphthalene-coated sides directed towards the center

Mass transfer measurements were obtained using an open-l6gnnel, or directed outward if the fin lies on the middle column;
induction wind tunnel. The wind tunnel test section, also cors€e Fig. 2. The remaining fins in the arrays were made from
structed from 1.27 cm thick Plexiglas, has a cross-sectional adgminum. ) _ _ _
of 15.24 cm by 15.24 cm, and a length of 30.48 cm. A variable- The coated specimens were weighed before being placed into
speed blower is used to control the freestream velocity, which h#& arrays. The arrays were then inserted into the wind tunnel, and
arange of 0.1 to 10 m/s. Calibrated platinum RTDs were placed§¥Posed continuously for 90 to 120 minutes for each Reynolds
the inlet of the wind tunnel and 9 cm downstream of the test arr&@ymber. Flow was exhausted outside the laboratory to avoid
to measure air temperature. The wind tunnel test section hadf@estream naphthalene contamination. Upstream and downstream
nearly uniform mean velocity distributiofit=1—2 percentjand RTDs recorded the temperature every five seconds during the run,
low freestream turbulence-1 percent). and room atmospheric pressure and relative humidity were re-

The model offset-strip fin array has a 15.24 cm by 15.24 ckprded at the beginning, middle, and end of the wind tunnel runs.
cross-section, and a length of 20.32 @fig. 1). In order to simu- The arrays were then removed, and the coated fins were once
late a wide range of approach velocities and array sizes, anda@gin weighed. The data reduction equations for the Reynolds
provide a fundamental understanding of the VEIF's potential fmber and Sherwood number are as given by DeJong and Jacobi
enhance air-side heat transfer in common HVAC&R applicationg?]- The uncertainties in reduced data were determined by propa-
this model was tested over a broad Reynolds number ran§@ting all measurement uncertainties using standard methods as
400<Re=<3700. The Reynolds number was based on a len§gscribed by Kline and McClintodkl8]. The resulting uncertain-
scale ofD,=39.5 mm, whereD,, is the hydraulic diameter, and ties at the 95 percent confidence level are 3.2 percent for Reynolds
the characteristic velocity was the core velocity through theumber and 5 percent for Sherwood number.

array,U. Flow Visualization. Flow visualization experiments were
Two 3.18 mm thick Plexiglas base plates hold forty-eight 2.54,nqycted by injecting neutrally buoyant dye through a stainless

cm long(L) aluminum fins in the water tunnel array, while the fingq micro-tube1.27 mm OD, 0.84 mm IDand into the water
are placed into a removable test section for wind tunnel measufgine| For a baseline experiment, dye was injected to impinge on
ments. The fins have a thicknesstef3.18 mm and a spacing of e |eading fin between channels 5 ansée Fig. 1 for channel-
S=2.54cm for geometric symmetrii.e., S=L). For the PV, hering' schemeFor the VG-enhanced case, dye impinged at
experiments, three Plexiglas fins were inserted into the array j jpex of the VG. The characteristic velocity for this study was
allow laser light to pass unobstructed through the array. The feo maximum core velocity through the arrdy ), corresponding
maining aluminum fins were anodized black to reduce reflect%g the volumetric flow rate divided by the minimum free-flow

Fig. 1 Geometry and nomenclature for the  (a) offset-strip fin
array and (b) Two-VG enhanced fins. S=L=b=c=254cm, t
=3.175mm, A=2, and B=25 deg.

of laser light. For mass transfer measurements, carbon steel PSa. The minimum free-flow area is taken on a plane through a
were fabricated with shallow cavities machined on one side, to ﬁ"nglé row of fins. For the flow visualization experiments, the
f'”‘_?_f] with naph_thaltlarr]]e. dThel_regjalnlng flfns \t/)verhe fgncoateg)._ freestream(approach)velocity was measured by injecting a dye

e conventional hydraulic diameter for both fin arrayis - 4.q5i6t into the water and measuring the time it took for the drop-

:.39'5 mm. Although a_5|mpllf|ed, symmetric array is adopted f Bt to traverse a given distance. The core velocity was then deter-
this work, there are still numerous length scales relevant to t ned using continuity

flow (e.g.,S,t, andL, if the flow is two-dimensional With geo-
metric similarity and Reynolds number matching to provide dy- Particle Image Velocimetry. A TSI PowerView Stereoscopic
namic similarity, the water and air flows are equivalent. PIV system was used for acquisition and analysis of the instanta-

Journal of Heat Transfer OCTOBER 2003, Vol. 125 / 789

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TeaiSestion.  [Shiaek Ponining jptics ing. For end-view images in which the tracer particle seeding was
l l l poor, or the light sheet did not adequately illuminate the full field
of view, a window size of 64Xx64 pixels with an overlap of 75

“ Articulated Light Arm percent was required. In all cases, the Nyquist sampling criterion
was satisfied. For a detailed listing of PIV interrogation param-
eters(i.e., laser pulse timing, aspect ratio, ¢tfor the various
configurations and Reynolds numbers investigated, the reader is
referred to Smotrys et a[17]. The side-view images typically
contained around 2400 vectors, and the end-view images con-
tained about 1500. The number of interpolated vectors in a given
image ranged between 0.07 percent to 3.9 percent.

The particle displacement error in PIV measurements has been
found to be approximately 10 percent of the particle image diam-
eter,d, [19]. The particle image diameter is defined as:

. I d,=(M-dp)?+(2.44 " (M+1)-\)? (1)
Synchronizer omp

&

Tumiilg Mirror  Nd:YAG Laser
v

whereM is the magnificationd,, is the true particle diametef” is
Fig. 3 Experimental setup for side-view PIV measurements the f-number, and\ is the wavelength of the laser light. For the
present studyd_=12.3um for the side-view imagesM =0.16,
f#=8), andd,=11.5um for the end-view imagesM =0.11, f#
neous velocity fields. The PowerView system consists of a Lase8). The maximum velocity observed in the side-view images
Pulse Synchronizer, PIVCAM 13-8 cross-correlation cameerresponds to a displacement of 1@®. The uncertainty in this
(1280(H) by 1024(V) pixels), Insight Stereo PIV v3.3 software,case is therefore 6.8 percent for the side-view experiments. Simi-
and a Dell Precision 410 workstation with two Pentium Il 600arly, the end-view experiments have a maximum displacement of
MHz processors and 512 MB of RAM. Laser illumination wa$00 um, and an uncertainty of 1.9 percent.
provided by a Continuum double-pulsed Surelite 11l PIV Nd:YAG
laser. Results and Discussion
The water flow was seeded using a neutrally buoyant solution
of silver-coated hollow glass spheres and Kodak Photo-Flo 200Heat Transfer Enhancement. The heat transfer enhancement
solution. The spheres had a true particle density of 1.6 g/cc, an@fethe Two-VG array is summarized in Fig. 5. The enhancement
diameter range of 10—3@m, with a mean diameter of 1am. was calculated by normalizing the average Sherwood number for
The Photo-Flo solution reduced particle agglomeration. The pdhe Two-VG array with the average Sherwood number for the
ticles were illuminated with a 30 mJ laser sheet. The laser bediaseline array. The averages were based on the measurements
was steered from the laser by a series of 45 deg, 532 nm mirrprade at seven test fins, as seen in Fig. 2. AKR@00, Fig. 5
into a Laser Mechanisms articulated laser light &Fig. 3), with shows an increase in Sherwood-number enhancement with in-
a series of light sheet-forming optics at its end. A 700 mm plané+easing Reynolds number for the Two-VG array. As the Reynolds
convex spherical lensr-25 mm plano-concave cylindrical lens,number increases beyond R&000, however, the Sherwood num-
and a 300 mm plano-convex cylindrical lens were used to formkgr enhancement begins to diminish until~REs00, at which
light sheet with a maximum thickness of 1 mm, and width of #0int a slight heat transfer degradation is manifest. A further in-
cm. For measurements of streamwise-transverse vel@gjtgn- crease in the Reynolds number results in a return to enhanced heat
wise vorticity, w;), the light sheet was directed into the wateiransfer, increasing with increasing Reynolds number, similar to
tunnel through the Plexiglas endwélig. 3), entering the array at the behavior below Re1000.
fin 8 (see fin-numbering scheme in Fig). 1For spanwise- Also shown in Fig. 5 are results for an ancillary experiment
transverse velocity measuremefgsreamwise vorticitywy), the with a Four-VG array. The geometry of the Four-VG array is
sheet was directed through the test section sidewall. identical to the Two-VG array, except for the addition of two VGs
PIV images were acquired by capturing 100 image paier leading fin oriented with an angle of attack opposite to the
(frames “a” and “b”) for each Reynolds number and locationexisting VGs—that is, each fin has two sets of two VGs at both
For the side view, the flow through the whole array was capturg®sitive and negative attack angles at the same spanwise position
two fins at a time, including the flow immediately upstream and
downstream of the fin array. In the end view, the dimensionless

position, X*, specifies the location of image captub¢; is de- 1.20 e ARSRN
fined as the ratio of the distance from the entrance of the &xpy b : TwoVG
to fin length(L). The light sheet was placed at sevexdl loca- i h\ . ch::x(;-VG Ve
tions, as indicated in Fig. 4. L15 |
Interrogation consisted of a two-frame cross-correlation analy- 3 /
sis performed using an FFT algorithm with a Gaussian peak: [
searching routine. For the current study,X®2 pixel windows Sh 1.10 |
with an overlap of 50 percent were used for the majority of the_—Enh i /. A
end-view image processing, and for all of the side-view process Sh. . L \
1.05 | // ——
X" 05 1 15 2 25 4 55 i v \\ /
‘ i N 1 1.00 I \/.
IIEEB’} 0.95 L ‘ N TSP SPRPR S S S
0 500 1000 1500 2000 2500 3000 3500 4000
Fin: 1 2 3 4 5 6 7 8 Re
Fig. 4 X* locations for end-view PIV images (X*=X/L) Fig. 5 Seven-fin average Sherwood number enhancement
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on the fin. The Four-VG data are provided to confirm the hedfc), it begins to lose coherence at fin 5, as indicated by the sharp,
transfer enhancement trends for the Two-VG array, which ampward bulge of the dye-streak over this fin. The remainder of the
larger than our conservative estimate of Sherwood number unceye-streak downstream of fin 5 begins to oscillate transversely in
tainty. The Four-VG case exhibits the same trends but with phase with the spanwise vortices. At higher Reynolds numbers,
larger magnitude. the destruction of the streamwise vortex moves upstream to fin 3.

Flow Visualization. Flow visualization results for the base- Velocity Measurements. For further insight into the heat
line and Two-VG arrays are given in Figs. 6 and 7, respectivelyyansfer data, PIV measurements were obtained. Instantaneous and
At Reynolds numbers below 1280, the flow is laminar throughoatveraged velocity magnitude contours were developed for both
the array. Figure 6(ashows oscillatory flow developing immedi- the baseline and Two-VG arrays. In the PIV images to be pre-
ately behind the trailing fins of the baseline array at=R280. sented, black rectangular boxes indicate the areas where fins are
Within a relatively narrow Reynolds number range, the flow odecated in the flow field.
cillations prevalent at Re1280 lead to clearly observable span- In Fig. 8 an instantaneous vector field is shown for the baseline
wise vortex shedding from fin 3, as demonstrated by Fig) 6t array at Re=1050 in which the me&hkcomponenistreamwise)
Re=1330. By Re=1480, periodic spanwise shedding occurs at tfedocity has been subtracted from each vector to more clearly
first fin in the array, and the flow is well mixed by about fiisge show shear layer instabilities. Several vortices can be seen rolling
Fig. 6(c)). up from each side of the trailing fitfin 7). The presence of shear

The Two-VG array flow visualizationgFig. 7) show results layer instabilities at Re 1050 for the baseline array was not de-
differing slightly from the baseline array. Similar to the baselingected in the flow visualization results, due to the limited resolu-
array, the flow is laminar up to Rel280. However, by Re1365, tion of the dye-streak method. Flow visualization showed the first
only weak oscillations are evident at fin 7, instead of spanwisggns of spanwise oscillations at R&280, which did not explain
shedding at fin 3 as observed for the baseline array at1380. why the heat transfer enhancement due to streamwise vorticity
Further, Fig. 7(cshows that spanwise vortices begin shedding degan decreasing after R&000. However, the flow visualiza-
fin 1 for the Two-VG array by Re=1430. Despite the differencesons did show that the onset of spanwise oscillations coincided
in the onset of spanwise oscillations, both arrays show a venjth decreased heat transfer enhancement for the Two-VG array.
narrow Reynolds number range between incipient wake unsteatirerefore, it is proposed that the heat transfer enhancement begins
ness and spanwise shedding at the leading fin. to decrease after Re=1000 because spanwise shear layer instabili-

Streamwise vortices were present at all Reynolds numbersties begin in the back of the array, and interfere destructively with
the Two-VG array. The presence of streamwise vortices in Fig.tle streamwise vortices generated by the VGs.
is evidenced by the dye streak located approximately half a chan-The characterization of the baseline and Two-VG arrays with
nel height above the middle-column fins. The dye streak is a sideV further demonstrates the nature of the spanwise-streamwise
view image of two sets of two spiraling, counter-rotating vorticegortex interactions over the intermediate Reynolds number range,
generated at the VGs. From the flow visualizations for the bast@00<Re=<1600. Figure 9 shows instantaneous velocity-
line and Two-VG arrays, it is clear that no spanwise oscillatiorsagnitude contoursU andV componentsfor the baseline and
occur in either array below Rel000. Therefore, the Sherwood Two-VG arrays at Re=1330. The images were obtained for loca-
number enhancement shown in Fig. 5 over this range is clearly ttigns at fins 5 and 6. The baseline array clearly shows spanwise
result of the streamwise vortices. The streamwise vortices effeascillations in the gap between fins 5 and 7. The oscillations wash
tively thin the thermal boundary layer on the fins, and complegainst the leading edge of fin 7 and along its top and bottom
ment the boundary layer restarting that naturally occurs withgurfaces, enhancing heat transfer. The Two-VG array lacks these
offset-strip arrays. oscillations, and instead experiences a velocity deficit in channel 6

The flow visualizations indicate that spanwise oscillations, aras compared to channel 5, due to the presence of the streamwise
eventually vortices, develop within the range 128% <1480 for vortices.
the baseline array. The Two-VG array, however, showed only Flow visualization showed a very narrow range between the
weak oscillations at Re1365 but achieved spanwise vortex shedfirst appearance of spanwise oscillations at=R280 and span-
ding at fin 1 by Re=1430. The development of spanwise oscillaise vortex shedding from fin 1 at Re.480 for the baseline array
tions in the baseline and Two-VG arrays corresponds to the regidrig. 6). A narrower transitional rangél365<Re<1430)was
of decreasing enhancement seen in Fig. 5. Although dye-stregilown for the Two-VG arrayFig. 7). The PIV measurements for
visualization does not conclusively elucidate the underlying fluidhe Two-VG array at these Reynolds numbers provide additional
mechanics, it does suggest a destructive interaction between itigight. For example, an interesting comparison can be made be-
spanwise and streamwise vortices in the range @#&een Re=1330 and Re=1365. At Re=1330 in the baseline array,
1280<Re=1430. These interactions are apparent through the $ganwise vortex shedding began at fin 3. Spanwise vortex shed-
duced spanwise oscillations observed in the Two-VG array d#g in the Two-VG array did not occur until ReL365(fin 7). A
compared to the baseline array at these Reynolds numbers aathparison of these two Reynolds numbers highlights flow field
also from the naphthalene sublimation data of Fig. 5. differences between the two arrays that affect vortex shedding

The onset of spanwise vortex shedding throughout the Two-Vharacteristics.
array at Re~1365 takes place two-thirds of the way into the heatFigure 10 shows spanwise-transverse velocity measurements
transfer decrement region shown in Fig(1®00<Re<1600). Vi- for Re=1330 and Re=1365 a&* =8 (exit of array) for the
sualizations near Rel430 (Fig. 7(c)) show spanwise vortices Two-VG array. The gold triangles located above gastindicate
shed from the fins in the middle column, beginning at fin 1. Athe spanwise location of the VGs in channel 6 of the Two-VG
lower Reynolds numbers, spanwise vortices do not extend in tAgay, but do not reflect the transverse location, since the VGs are
transverse direction to the location of the streamwise vorticeactually mounted on the middle fin in the end-views at the en-
which are indicated by the streamwise dye-streak near the midtliance to the arragi.e., fin 1). The size of the triangles reflects the
of the channel. However, as Reynolds number approaches R&tive size of the VGs with respect to channel 6.
=1430 in the Two-VG array, the dye-streak begins to thicken asWhile the spanwise-transverse flow at the exit of the array for
the spanwise structures push away from the fin surfaces and ibtith Re=1330 and 1365 is unsteady, a comparison of these flows
the streamwise vortices. This thickening indicates increassHows a substantial change in the velocity magnitude between
spanwise-streamwise interaction which leads to further heat trattsese two Reynolds numbers. Two large “pockets” of high-
fer decrement. The heat transfer data of Fig. 5 support this hyelocity (V-W componentflow exist at Re=1365 at locations that
pothesis, since decreasing enhancement is shown below d®erespond to the VG placement. In fact, the width of the pockets
=1600. As the streamwise dye streak moves downstream in Fig.approximately equal to the base dimension of the VGs. The
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() Re= 1480

Fig. 6 Flow visualization of the baseline array for the various
flow regimes: (a) Trailing fins at Re=1280;
Re=1480.

(b) Re=1330; and (c)

{¢i) Trailing fins at Re = 1280

fiRe= 1430
Fig. 7 Flow visualizations for the Two-VG array for the various

flow regimes: (a) Trailing fins at Re=1280; (b) Trailing fins at
Re=1365; and (c) Re=1430.

x [mm]

Fig. 8 Instantaneous vector field for baseline array at Re
=1050, downstream. The vector-field mean  U-component ve-
locity has been subtracted from each vector to show shear
layer instabilities.
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velocity magnitude is approximately four times greater withiment at Re<<1000, and Re>1600. Although these flow regimes
these pockets than at any point in the flow at=R&30. The have different flow behavior, they exhibit similar heat transfer
increase in V-W velocity over the fins coincides with the onset dfehavior. The addition of streamwise vortices to each flow regime
spanwise oscillations near fin 7 in the Two-VG array. The V-Wéffers increased mixing with the freestream flow, and thus in-
velocity decrement at Re1330 must therefore contribute to thecreased heat transfer. This behavior was evidenced by an earlier
delay in spanwise vortex shedding seen in the flow visualizatiotransition to spanwise vortex shedding at fin 1 in the Two-VG
for the Two-VG array(Figs. 6 and 7), and the decrease in heatrray than in the baseline array.
transfer enhancement seen in Fig. 5. The transitional Reynolds number regime, 180e<1600, is
Another fundamental difference in flow behavior between ththe least promising in terms of heat transfer enhancement for the
two Reynolds numbers in Fig. 10 is the direction of flow behindwo-VG array, but shows interesting spanwise-streamwise vortex
the VGs. For instance, at R&.330, the strength of the streamwiséanteractions. Small-scale spanwise shear layer instabilities de-
vortices at the array exit is such that the counter-rotating vortictected at Re=1050 using PIV correlate to the sudden decrease in
are barely discernible. In addition, the flow field has some lardeeat transfer enhancement in the Two-VG array. As the spanwise
areas of low velocity magnitude floilue contours). These areasoscillations grow with Reynolds number in the transitional range,
indicate a dominance of the streamwise component of the velocthe heat transfer enhancement in the Two-VG array decreases.
(U), or nearly stagnating V-W component flow. In contrast, thElow visualizations and PIV measurements both showed a reduc-
counter-rotating vortices at Rel365 are distinguishable by thetion of spanwise oscillations in the Two-VG array in the transi-
large vectors located within the high-velocity pockets. Interestional Reynolds number regime as compared to the baseline array,
ingly, the counter-rotating vortices at R&365 from the two VGs thus indicating a destructive interaction of spanwise and stream-
are out-of-phase with each other. This effect is clearly unsteadyise structures.
most likely due to interactions of the streamwise vortices with the Furthermore, a narrow Reynolds number rang&280
spanwise vortices. It is important to note that the images in Fig. ¥0Re<1480)was identified for the baseline array in which span-
are representative of the 100-image ensemble-average at eaclwise vortices shedding at the exit of the array move forward to the
spective Reynolds number. The behavior of the streamwise fl@mtrance. A narrower rangd365<Re<1430Wwas found for the
shown in Fig. 10, when contrasted to the heat transfer and flolwo-VG array. Spanwise-transverse PIV measurements of the
visualization data, clearly supports the assertion that streamwiBgo-VG array at the exit showed a fundamental difference in the
vortices destructively interfere with the spanwise oscillationffow behavior at Re=133(baseline array sees shedding at fin 3
within the transitional Reynolds number range. These interactioasd Re=136%Two-VG array sees shedding at fih The flow at
delay the onset of spanwise vortex shedding in the Two-VG arr&e=1365 in the enhanced array showed the existence of strong,
as compared to the baseline array, as indicated by the flow visunsteady streamwise vortices as compared te F830. The ve-
alizations of Figs. 6 and 7. locity magnitude difference between these Reynolds numbers for
An analysis of the spanwise-transverse PIV measurements alse V-W components was approximately 400 percent. Thus, the
shows that the flow at the exit of the Two-VG array tends to bassertion that destructive interactions are the cause of lowered
unsteady in the transitional Reynolds number range at whitleat transfer in the transitional Reynolds number range for the
spanwise oscillations first begin. Unsteadiness at the array €kito-VG array is well supported.
begins as early as Reé880, and the location of the onset moves While only relatively small heat transfer enhancements were
forward to X* =6 at Re=1365. The only exception to the un-realized in this initial attempt at configuring a VEIF, the work
steady behavior occurs at R&525, for which a steady flow per- supports the idea that spanwise and streamwise vorticity can be
sists throughout the array. coupled in HVAC&R applications to realize additional enhance-
The unsteadiness observed at the exit of the Two-VG array farents. Although these studies were geometrically limited, the fo-
the transitional Reynolds numbers might be due to the sudden a¢eia on flow features and heat transfer response to mixed spanwise
expansion in the wake region. At R&525, streamwise vortices and streamwise vortices provides findings of general value. Future
appear to achieve dominance over the spanwise vortices. Tiigestigations can be guided by this effort to achieve a more
Reynolds number corresponds to the region in Fig. 5 in whigsromising VEIF. A variation of the number and placement of VGs
heat transfer enhancement returns. The steady flow behavior idenplemented could lead to additional enhancements. Pressure
tified by the spanwise-transverse velocity measurements at Reasurements to determine total pressure loss resulting from in-
=1525 suggests that as the strength of the streamwise vorticssion of the VGs, as well as a frequency analysis of the
continues to increase with increasing Re and the spanwise vortispanwise-streamwise structures, would be beneficial to future
weaken, the heat transfer enhancement begins to return. Previefierts.
studies of offset-strip arrays without VGs have indicated the
breakdown of spanwise vortices into a chaotic, unsteady flow at
sufficiently high Reynolds numbefs,2,10—12], thus limiting fur- Nomenclature
ther heat transfer enhancement by regular vortex shedding. Flowsnglish Symbols
visualizations(not presented hereonfirm this behavior past Re .
=1525 for the baseline array under investigation. The unsteady Ac = minimum free-flow area of the test array
flow that follows at higher Reynolds numbers for the VEIF array At = total surface area of the test array
clearly shows an increasing heat transfer enhancement; see Fig. 5. P = Vvortex generator base dimension
Thus, the addition of streamwise vortices to a flow in the post- € = VOrtéx generator chord length
transitional Reynolds number range offers enhancement capability & = particle image diameter

through higher streamwise circulation. p = frue particle diameter .
Dag = binary mass diffusion coefficient

Conclusions Dy, h)l_/(/:i(rlziujrll::) diameterD,=(4-Ac-Lc)/Aa=2- (S—t)
The implementation of the VEIF into an offset-strip fin array ~ f* = lensf-number

has demonstrated promising enhancements from combined span-h,, = convection mass transfer coefficient

wise and streamwise vortices for conditions typical to HVAC&R L = fin length

applications. The enhancement was evaluated by comparing heatLc = length of the test array

transfer characteristics of a baseline and Two-VG enhanced array, M = magpnification

and by obtaining flow visualizations and PIV measurements for Re = Reynolds number, ReUc-Dy,- v !

the two arrays. The Two-VG array showed significant enhance- S = fin spacing
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7Z =

Sherwood number, Shh,,-L-Dag
fin thickness

streamwise velocity

core (maximum)velocity

transverse velocity normal to fin surface

spanwise velocity

streamwise coordinate or horizontal coordinate for

image evaluation

= non-dimensional fin locationX* = X/L
= transverse coordinate normal to fin surface or vertical

coordinate for image evaluation
spanwise coordinate

Greek Symbols

B = vortex generator angle of attack
N = wavelength of light
A = vortex generator aspect ratid,= 2b/c
® = vorticity
Abbreviations
CCD = charge coupled device
Nd:YAG = neodymium-yttrium-aluminum-garnet
PIV = particle image velocimetry
RTD = resistance temperature detector
VEIF = vortex-enhanced interrupted fin
VG = vortex generator
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Transition in Homogeneously
Heated Inclined Plane Parallel
Shear Flows

S. Generalis

g-mail: s.c.generalis@aston.ac.uk The transition of internally heated inclined plane parallel shear flows is examined nu-
School of Engineering and Applied Sciences, merically for the case of finite values of the Prandtl number Pr. We show that as the
Division of Chemical Engineering and Applied strength of the homogeneously distributed heat source is increased the basic flow loses
~ Chemistry, stability to two-dimensional perturbations of the transverse roll type in a Hopf bifurcation
Aston University, United Kingdom for the vertical orientation of the fluid layer, whereas perturbations of the longitudinal roll
M. N i type are most (_jangerqus_for a wide range of the value c_Jf th_e angle of inclingtion. In the
o . aga. a case of the horizontal inclination transverse roll and longitudinal roll perturbations share
Department of Aeronautics and Astronautics, the responsibility for the prime instability. Following the linear stability analysis for the
Graduate School of Enginegring, general inclination of the fluid layer our attention is focused on a numerical study of the
Kyoto University, finite amplitude secondary travelling-wave solutions (TW) that develop from the pertur-
Japan bations of the transverse roll type for the vertical inclination of the fluid layer. The

stability of the secondary TW against three-dimensional perturbations is also examined
and our study shows that for P10.71 the secondary instability sets in as a quasi-periodic
mode, while for P&7 it is phase-locked to the secondary TW. The present study comple-
ments and extends the recent study by Nagata and Generalis (2002) in the case of vertical
inclination for Pr=0. [DOI: 10.1115/1.1599370

Keywords: Channel Flow, Heat Transfer, Secondary, Shear Flows, Stability

1 Introduction work complements and extends the work{6f to the more real-

. . L . istic case of nonzero Prandtl number. However, in the present
Theoretical investigations aided by the advance of powerfgjudy a vanishing pressure gradient is assumed

hardware and parallel experimental studies of the stability OFy % fo10wing section we formulate the problem and in sec-
%Zzﬁfﬁggg rﬂiﬁgéﬁmss ck)]?i\r/fstgkgci)l\i/tlfgg dstlrganr:]:ﬁﬁ)nr: flrrg)sr;glhatrsniﬂbn 3 we investigate the linear stability of our basic steady state
nar to turbulent fluid flow. Parallel shear flows include the We@umerlcally by the Chebyshev collocation point method, for vari-

tudied ol Couette fl | Poiseuille f d natural us values of the angle of inclination and the Prandtl number. The
studied plane Louetie Tlow, piane Foiseullie flow and natural COflq 5, analysis shows that the basic state loses stability to pertur-
vection. Another example of parallel shear flow which has r

tlv attracted attenti 5 b fits i ; 9> "hations of the transverse roll type at much lower values of the
cently aftracted atten iofL—5], ecause of IS Importance In IN- &5kt number than to perturbations of the longitudinal roll type
dustrial and environmental applications, is the homogeneou§

; . h r values of the angle of inclination close or equal to 90 deg
heated fluid flow. There are sev_eral ways in W_h'Ch_ such a h brtical orientation We proceed in section 4 to calculate the
source may be produced. Studies of convection in the eart

| o th h di | ¢ . - o-dimensional nonlinear travelling-wave equilibrium states and
mantle or in the atmosphere and in nuclear safety engineering jQlestigate the stability of this secondary flow in section 5. Finally
predicting the behavior of the nuclear reactor core cooling &

f¥ section 6, we discuss the conclusions of this work.
some of the applications of the present workthough the fluid I we dised us! s

used in these investigations has nonzero values of the Pr number,

the case of the vanishing limit of the Prandtl number was studied

by Nagata and Generali002) [6] in order to extract only the 2 Formulation of the Problem
fluid dynamic instability mechanisms.

A ; > “respect to the horizontal plane. The origin of our cartesian coor-
secondary equilibrium states bifurcate supercritically or SUbC”I(H‘matesx v, , andz, with corresponding unit vectois j, and
cally, depending on the value of the applied constant press T * !

' I . >SW9s positioned in the midplane of the layer as shown in Fig. 1.
gradient. The stability analysis on the secondary flow has in ollof/)ving [6] we apply thepBoussinesq agproximation and hge

cated that the tertiary flow is made up of two frequencmpsasi- h2 2 5 P .
AT . : - and qh</(2«Gr), where Gr h>)/(2 is the
periodic)irrespective to the applied pressure gradient. The pres%?!;shof nu?‘nbe(r, Kas )the units of I;(n%ty# ti)m(e I;nlfj) temperature,

respectively, to obtain the following nondimensional Navier-

Contributed by the Heat Transfer Division for publication in ttmUBNAL OF ; ; _
HEAT TRANSFER Manuscript received by the Heat Transfer Division November 14StOkes equations for the Ve|OCIty and the temperaturé mea

2002; revision received May 16, 2003. Associate Editor: P. S. Ayyaswamy.  sured from the environmerth is the half width of the fluid layer,
IFor the experiments conducted[Bi a 20% in weight aqueous solution of ZpCl v IS the kinematic viscosityg is the volume strength of the heat
was used. We note here that according to a recent §iidpr a 20% weight ZnGl  source that generates the basic flavis the thermal diffusivityg

at 25°C, Pr=8.7, while at 40°C the corresponding value is@08. B ; : F i _
2The term Hopf bifurcation usually refers to the crossing of the imaginary axis bIS the acceleration due to gravity, ands the coefficient of ther

two complex conjugate eigenvalues. In the context of the present work, however, l%laal expansmn):
term Hopf bifurcation is used when only one complex eigenvalue is active in the

bifurcation process. This terminology has been used before and has been accepted in 9 R R
the literature(6,10, L1]. _ —u+u-Vu=—Va+(kcosy+isiny)T+V2u, (2.1)
3A similar behavior was found if9] and[12]. ot
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By applying the operatoré- ande- (and for simplicity of nota-
tion dropping the ~ from the temperature fluctuatighkereafter)
we obtain the following set of equations for the poloidal and tor-
oidal parts:

d R
EV2A2¢7V4A2(P+ UaXVZAqu
= 850A23X<p+ sin xd,d,0—CcosyA, 6
— 0 {(8p+ey)-V(dp+ey)}, (2.12)
d ) N .
EAzlJ/*SInxﬁyﬁfvaz([/:&ZU Ardye—Udy Aoy

—e-{(8p+eg)-V(Ep+ep)},
(2.13)

where A, is the planform Laplacian. We can now rewrite the
temperature equation as

Fig. 1 The geometrical configuration exhibiting the basic sym-
metric velocity profile U, (z,) of the plane-parallel shear flow in
an inclined fluid layer heated internally. The temperature

T.(z,) is measured from the environment. % 6= — ZGr(r-IZ)A2¢+ AZ(MZ:I'— 0f9x9_ (6p+ey)-VO
+Pr 1v2g. (2.14)
9 The mean flow and the mean temperatuvtﬁz,t) and :I'(z,t),
S THuvT= Pri(V2T+2Grn), (2.2)  satisfy
V.u=0, 2.3) PPU+T siny+d,A,(dyd,+ dgh)=0U,  (2.15)
where Pr=v/k is the Prandtl number. The two plates are kept at 0f'i'+ P1o,(A ) 0= Prat:l'. (2.16)

the same environment temperature so thit equal to zero at the

boundaries. The assumption of the Boussinesq approximation &&' Ed.(2.15)we have considered the average of ke compo-
sures that the density is regarded as constant except for the buegat of Eq.(2.1) and we additionally applied the fixed pressure
ancy term. Terms that can be written as gradients have been caondition d,7m=0. Egs.(2.12—-2.16)are subject to the homoge-
bined into the expression f&f7. The boundary conditions are neous boundary conditions

u=0, T=0, atz==+1. (2.4) b=d¢ploz=U=y=T=0=0 atz==1. (2.17)

The basic solutiqn of Eq$2.1)-(2.3) consists of a basic velocity

profile ug=Uy(z)i and a basic temperature distributidg(z) of 3 Linear Analysis

the form, Analogs of Squire’s transformations are availafd for the
) . ) present study, reducing the three-dimensional problem to a two-
Uo(2) =(Grsiny/12)(z"-62°+5), (2.5)  dimensional one. However, as is showr{ 9] the most dangerous
To(2)=Gr(1—72). (2.6) perturbations are not always of transverse roll type, but rather of

the longitudinal roll type, depending on the value of Prandtl num-

In order to obtain secondary solutions we separate the veloch§r and the orientation. o.f the fluid Iaygr. Our study .in this section

deviationsii from U(2)i and the temperature deviatioasrom ~Cconcentrates on examining the stability of our basic flow against

T,(2) into average artél(z t)sﬁ_and:l'(z t)sgand residuals infinitesimal pert_urbatlons of the transverse and the longitudinal
0% ) 9ep ' ’ roll types for various values of the Prandtl number over the range

and ¢, respectively: 0 deg=(=<90 deg. For the linear analysis, Eq8.15)-(2.16) are

not involved. We begin our analysis by first considering transverse

u=u(zi+u @.7) roll type perturbationsd,=0), neglecting Eq(2.13)and the non-
0::|'(z,t)+b 2.8) linear terms of Eqs(2.12), and(2.14). We set
N
where the average, indicated by an the overbar, is obtained by _ . B
applying the operator ((8/472) [3™*[3™Fdxdy-)). Further, we ¢=explia(x Ct)}nzo 2nfa(2),
separatel into the poloidal and toroidal parts:
N
U= ¢+ egy=V X VX (kp)+ VX (ki) (2.9) 9=explia(x—ct)} D, bygn(2),
n=0

whereg and ¢ refers to the poloidal and toroidal potentials of the
velocity fluctuations, respectively, satisfyig= ¢y=0. It is worth  where f(2)=(1—-2%)?T,(2) and g,(2)=(1—2%)T.(z) with T,

pointing out that the incompressibility condition E@.3) is sat- being the nth order Chebyshev polynomial ana, ... ay,
isfied automatically for the decomposition of E@.9) and can by, ... by are unknown complex coefficients. The factors (1
therefore be eliminated from the rest of the analysis. The totalz?)? and (1—z?) have been introduced in the expansions so that
mean flow and the total mean temperature are given by the boundary conditions fo$ and ¢ are satisfied automatically.
« . We employ the Chebyshev collocation point method to obtain an
U(z,t)=Ug(2) +U(z1), (2.10) eigenvalue problem
T(z,0) =To(2)+ T(21). (2.11) Ax=oBx, (3.1)
796 / Vol. 125, OCTOBER 2003 Transactions of the ASME
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Fig. 2 (a) The linear neutral curves in the
various values of the Prandtl number as indicated;

cal wavenumber e« as a function of the Prandtl number; and (c)

the critical Grashof number Gr
number. x=90 deg.
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Fig. 3 The critical Grashof number for the primary and the
second closed connected neutral curves for transverse roll
type perturbations. Pr =7, =0, and x=4.95 deg

whereo=—iac, x=(ay, . ..,ay,bg, ....by)T, andA andB are
2(N+1)x2(N+1) complex matrices. The QZ method is utilized
to solve Eq.(3.1) with the use of the NAG subroutine FO2GJF.
The real part ofo, o, , defines the rate of damping or amplifica-
tion of the perturbations. The imaginary part aof, o;
=—a Rdc], associates with the phase velocity [&eof the
propagating perturbations in the flow. In order to achieve numeri-
cal accuracy of the results a high enough truncation nunhber
must be chosen. It is found thiit=35 is satisfactory.

Figure 2(a)shows the neutral curves in the,Gr) plane for
various Prandtl numbers in the case of vertical inclination. The
neutral curves in Fig. (@) always correspond to a Hdpbifurca-
tion. The neutral curve for the case=F¥ with the critical param-
eters @.,Gr;) =(1.247,2906.3637) obtained 6] is included in
the Fig. 2(a). Note that in the limit Pr—0 E@2.14) with the
homogeneous boundary condition férgives =0 so that the
stability problem of Eq.(3.1) becomes purely hydrodynamic as

e b

250
200

150

100 N FRENE SN NNETE NS FEENE BN N |

1 125 15 175 2 225 25 275 3
o

Fig. 4 The closed neutral curves for (a) x=5.121 deg, (b)
x~=5.085 deg, and (c) xy=4.95 deg. Pr=7. ® corresponds to the
value x=5.1273 deg.
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x(degrees) Fig. 7 The phase velocity (continuous curve—left scale ) and
Fio. 5 The critical val  the Grashof b iaht scal real part of the quding eigenvalue, o,,, (dashed curve—right
9. - e critical values of the Grashof number  (right scale—  grai6) a5 a function of the Grashof number for the second
continuous curve ) and the wavenumber (left scale—dash- lower stability curve of Fig. 5 with x=~4.95 deg and a=2.01,

dotted curve ) against the angle of inclination  x for transverse B=0, Pr=7
roll type perturbations  (B=0). Pr=7. ® corresponds to the value '
X~5.1273 deg.

slightly different from the critical wavenumber for the purely hy-

) . . drodynamic case R0, with a.=1.247. For Pr>25 the value of
discussed ir{6]. The critical Grashof number and wavenumbej,a critical wavenumber decreases.
are given by f,Gr;)=(1.2529,2848.0201) for Pi0.71 and  concentrating on Fig. (2) we observe that small variations of
(ac,Gr)=(1.2548,2799.1968) for P7. From Fig. 2(a)it IS the value of Pr in the range<tPr<0.1 produce a sizable decrease
seen that thermal effects have a strong influence on the stability;9fihe value of the critical Grashof number Grom the value
the basic flow. It is interesting to note that for=FPf0 the neutral Gr.~2906 for Pr=0 to Gr~2780 for PI’IO.].C. For 0.1<Pr<35
curve consists of two minima with a second minimum developinge gpserve that the critical Grashof number is within the range
towards smaller wavenumbers. We find that the same eigenmaggso<Gyr, <2850 and for Pr=35 the value of the critical Grashof
is responsible for both mininflaAs can be seen for Pr=100 in number ciecreases with Gr2440 at Pr=100.
Fig. 2(a)the absolute minimunithat determines @) is associ- oy the effect of the inclination anglg on the linear stability
ated with the larger wavenumber. For all values of the Prandfle remainder of the linear analysis concentrates on the case
number examined the phase veloaityf the transverse roll type pr—7 e depict two distinct neutral curves for transverse roll
perturbations is positive, which indicates that transverse roll ty@ype disturbances whep=4.95 deg in Fig. 3. We observe that

perturbations travel opposite to the direction of gravity. Figurepere exists a closed neutral curve that lies entirely below the
2(b)and 2(c)depict the critical wavenumber and Grashof number,

respectively, as a function of the Prandtl number. From Fig) 2
we see that the critical wavenumbeg, for O<Pr<25 is only

10°p
- - 10 [
3 Je 10°F
- 6 [
3 E 4 10
: 42 3
F ] e -
8 ] 0 = o L
= - bu
3 ] 10°F
- 372 i
- =R i
100 E— hd -f 6 10°E
- - 3 F
soF .~ 48 [
ot J.10 "1 I I T RPN BT IR
) ) ) 10 0 1 2 3 4 5 6
Fig. 6 The phase velocity (continuous curve—left scale ) and o
real part of the leading eigenvalue, o,, (dashed curve—right
scale) as a function of the Grashof number for the stability Fig. 8 The neutral curve after the smooth merger of the two
curve of Fig. 5 with  y=4.95 deg and «=1.257, =0, Pr=7 neutral curves for x=0.9 deg and B=0 with Pr=7
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Fig. 9 The critical Grashof number as a function of the angle Fig. 10 The critical wavenumber . as a function of the angle
of inclination for longitudinal roll type perturbations (a=0, con-  of inclination x for longitudinal roll type perturbations (a=0).

tinuous curve ) and for transverse roll type perturbations (B=0, Pr=7.
dash-dotted disconnected curves ). Pr=7.

primary neutral curve. In Fig. 4 three typical closed neutral curvgserturbations of the longitudinal roll type far=90 deg, while for

are given in the sequence of values of the inclination agglEhe all other values ofy longitudinal roll type perturbations are re-

closed neutral curve appears at approximatgty5.1273 deg sponsible for instability. In the horizontal orientation, however,

(marked with® in Fig. 4) and extends continuously to smallerboth longitudinal roll and transverse roll type perturbations share

values of the angle of inclination. the same value of the critical Grashof number. In Fig. 10 we show
The dependency of the angle of inclination on the criticahe dependency of the critical wavenumber on the angle of incli-

Grashof number and wavenumber is given in Fig. 5. The observestion for longitudinal roll type perturbations. For the entire spec-

discontinuity at approximately~5 deg in Fig. 5 is due to the trum of y the critical wavenumbens., for longitudinal roll type

appearance of the second closed neutral c(see Fig. 4with a perturbationg«=0) remains almost constant. Finally, for all val-

much lower critical Grashof number than the one given by thges ofy examined the phase velocity of the longitudinal roll type

neutral curve of Fig. 2. As can be seen from Fig. 5 there is littigerturbations is zero.

change in the value af. for 5 deg=<y<90 deg. The phase veloc-

ity Re{c] as well as the growth rater,, as a function of the

Grashof number, for the primary neutral curve and for the closed o

neutral curve of Fig. 3with y=4.95 degare presented in Figs. 64 Secondary Equilibrium States

and 7, respectively. The closed neutral curve exists over a shorh 1 Numerical Method. In this section concentrating, only

range ofy values. It disappears at~0.9 deg, where the primary an. the case of vertical orientatiop=90 deg, we calculate the

neutral curve and the closed neutral curve merge smoothly as - . : . i .
shown in Fig. 8. There is, therefore, one curve below the val two-dimensional nonlinear TW equilibrium solutions that evolve

~0.9 deg. ffom transverse roll type perturbations at the neutral curves. Here

. . . e ignore the equation for the toroidal p&Eq. (2.13)) (/=0)
In order to study the stability of the basic state with respect %r?\;nd the spanwise dependenay€0). We retain, however, Es.

longitudinal roll type perturbations?(=0) we ignore the nonlin-
ear terms in Eqs2.12-2.14)and substitute (2.12,2.14)and Eqs{(2.15)~(2.16)

N Jd ~
—V2A,0—V*A,0+Ud,V?A
p=expli By + ot} >, anf(2), gt STt ma@ TR fad
n=0 ~
=PUA iy + dyd,0— 6-{6p-Véd}y,  (4.1)

N
=expliBy+ ot b Z), d ~ A
y=expli By U}g‘o 9n(2) — 0= —2GHrk)Ayp+Ardpd,T—Ud0— 6V 0+ Pr 1v2g,

ot
N (4.2)
0=expli + ot C Z), ~ hd VIR ~
Hipy+o }nZo n0n(2) PU+T+ 3,0,8(340,8) = 3,U, (4.3)
into the resulting equations. We then follow the method outlined 6)31'4_ pmz(Az(ﬁ)g:pmj’. (4.4)

above in order to establish the corresponding eigenvalue problem. ) o ) )
In Fig. 9 the critical Grashof number as a function of the anglé/e note that in deriving E(4.3) we have applied the constraint

of inclination is given for longitudinal roll type perturbations. Inwhere the vertical pressure gradient is fixed. Hdsl)—~(4.4) are

the same figure we have provided the critical Grashof numbg#bject to the homogeneous boundary conditions

given by transverse roll perturbations for comparison. As is evi- _ s _

dent from the figure our basic flow becomes unstable to perturba- ¢=0¢loz=U=T=06=0 atz=+1. (4.5)

tions of the transverse roll type at much lower Gr values than We expandg and 6 in terms of the set of orthogonal functions
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Table 1 Values of the /,-norms, [/3] and |/3], for the poloidal  the disturbancd Udz to the fluctuating stream function creates a

part of the velocity field and for the temperature fluctuations for “snake”-like wavy motion, meandering between positive and

aifﬁrgﬂ%Oq_ggetc:{‘gfge:nglnrgez oﬁllt’hglcztma:ailgggﬁ?c?gngr =2200 negative values of the horizontal coordinatas can be seen in

b C_ "D is also ;iven P mn> - Fig. 11(b). This meandering behavior is also present in Fi(c)11
mn: —nr 70 i where the total flow is depicted. Similar characteristic for the total

3[(x 1) I1](x 10%) M N S temperature is observed in (#), where the hotter fluid meanders
2 2 . .. . .
along the vertical axis in between islands of coldahter shade
g-éggig 8&?222 i g ggg of the contouryegions. In Fig. 12 we show the distribution of the
0.09815 0.12959 4 27 504 total mean flow and temperature for the nonlinear equilibrium
0.10103 0.13202 5 37 836 State ofa=1.21 for various values of Gr in the case ofFr. We
8.1884212 8.12152 5 4% ggg confirm that the “hump”-like structure observed in Fig. 12 for the
1 1314 5 4 ile i i
0.10033 013145 2 s 1012 tgga;;nean temperature profile is also present in the case of Pr

5 Instabilities of the Secondary Flow

_ - - . We now study the stability of the secondary flow fpr90 deg
b= 2 E amnexplima(x—ct}fy(z),  (4.6) in order to identify possible bifurcation points for the tertiary flow.
’ We superimpose three-dimensional infinitesimal perturbations

on the secondary flowi+ U in the form,

ﬁ:iigﬁ-i- 8://, (5.1)

8
8

bnnexplima(x—ct)}g,(z) 4.7)
0

while we write: ~ oo .
e we write and 6 on the temperaturd + 6 and we seek to evaluate their

. growth rates numerically.

U:ngencng"(z)’ (4.8) 5.1 Numerical Method. Applying the Floquet theory, we
n=0 set:

T:nglenDngn(Z). (4.9) ;2): E 2 amnexp{i(ma+d)(X_Ct)+iby+at}fn(z)1
n=0 =——o n=0

The factor (12°) has been introduced in the expansionsUof (5:2)
andT, so that the conditions of Eq&4.5) are satisfied. The sym-  ~ ~ . .
metry involving ¢, discussed ir{6] for Pr=0, does not change ¥~ A bmnexp{i (Ma+d)(x—ct) +iby +ot}gn(2),
even for the present case withsR0. For # we impose the reality (5.3)
condition b_,,=b% ., where* denotes complex conjugate, as '
well as the additional symmetrl,,,=0 for m+n odd to the - ” _

coefficientsb,,,. After the expressiongt.6)—(4.9) are substituted 6= > Cmnexpli(ma+d)(x—ct)+iby+ot}g.(2),

in Egs.(4.1)-(4.4) the nonlinear secondary equilibrium solutions m=-e n=0

are sought numerically with the aid of the Chebyshev collocation (5.4)
point method and the Newton-Raphson iterative method outlingg}. e complex perturbation, “,,;, 9 that satisfy the boundary
in [6]. Supercritical TW solutions have been obtained for a variefyngitions:

of values of the Grashof number and wavenumber for @71 L o

and 7. bp=0dpliz==60=0 atz==1. (5.5)

4.2 Results. As the measure of the numerical convergencg, order to derive the equations for the disturbance f{@lc, 6}
we use the vectdr-norm of the secondary equilibrium solutions,ye follow [6], arriving at:

which is defined by

M s
T 6

3
[
|
8

\M8

N M 1/2 J 20 =~ AN T4 ¥ 240 =~
=1 S anah, (4.10) g eV e LAY
n=0 m=-M,m#0 ~ - ~ ~
= 2UA 0@+ dyd,0+CoV2Ar b
for a,,, with a similar expression fo|r|2| for by,,. We present the - - -
vector |13 and 15| for various values ofn, n in Table 1. The —6-{(6p+eyh)-V(6¢)+(8p)-V(6d+ ey},
number of unknown coefficient® is also presented there. The (5.6)
range Gr=3200 is examined for the numerical convergence. The
table shows that a well converged secondary solution is obtained J ~ ~ o~
atN=45 andM =5 for Gr=3200 and Pr=7. These two parameter 7t B2t=dy0=V Asy
values are, therefore, retained for the case of Rrwhile for

Pr=0.71 the slightly lower valuli=37 with M =5 is found to be =3,00,0,0—Ua,A i+ Card

satisfied. ~ o~ ~  ~
Although numerical convergence | and|15] is not exam- —&-{(0p+ey) - V(6¢)+(8¢) V(dp+ey)},

ined for Gr=3200 in order to visualize the nature of the steady (5.7)

solutions the disturbance, fluctuating and total flow stream func-

tions, as well as the total temperature are shown for the nonlinear d~ A~ ~ v A~ ~

state atw=1.21, Gr=23,000, Pr=7 in Fig. 11. From Fig.(Alwe It 0=—2Gnrk)Az¢+A,¢9,T—Ud0+Coy0

see that the flow is characterized by a sequence of transverse L - .

vortices aligned along the vertical axis as[61]. The addition of —(Sp+ey)-Vo+(op+ey) Vo+Privze. (5.8)
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Fig. 11 The stream function of (a) the velocity fluctuations  d¢/dx, (b) the disturbance 6¢/0x+f510dz, (c) the total flow,

APl Ix+ (7, l:Idz, (d) the total temperature, for the secondary state with a=1.21, Gr=23,000, Pr=7. Colder regions are represented
by the lighter shade.
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Fig. 12 The total (a) mean flow (0) profile and (b) mean temperature (f’) profile for various Grashof numbers and

for a fixed wavenumber a@=1.21. In (a) and (b) the dash-dotted, dashed, dash-dot-dotted and long-dashed curves

correspond to Gr =4300, 12,000, 23,000 and 33,000, respectively. The solid curve in both figures represents the
basic flow and temperature distributions. Pr ~ =7.

Journal of Heat Transfer OCTOBER 2003, Vol. 125 / 801

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Values of the real, o,, and imaginary, o4;, parts of 2870~
the most dangerous eigenvalue o, for a sample of the integer -
range 2 = M=8, 25=<N=45. Here a=1.247, Gr=3200, Pr=7. The 2860 |-
value of the parameters {d,b} is fixed at {a/4,0.7}, respectively. 3
3, represents the total number of the unknown (complex) per- [
turbation coefficients. 2850
S N M o1 oy 2840 F 43211234

390 25 2 17.138341 —15.327345
1428 27 8 16.796716 —15.634601 2830
1530 29 8 18.067435 —15.735189 (3 :
1254 37 5 17.430870 —15.646481 s
1320 39 5 17.160454 ~15.576397 2820
1386 41 5 17.292179 —15.612212 [
1452 43 5 17.237890 —15.596531 2810
1518 45 5 17.257083 —15.602684 N
2800

2790 F

As the value ofd?>+b? is assumed to be different from zero for g

[ I R ST R

the rest of the analysis, there are no contributions to the mean fl. 2780 -~
and the mean temperature. Following the method outlindd jn

the following eigenvalue problem results:
~ ~ Fig. 14 Instability boundaries of secondary TWs for Pr =7.(1):

Ax=oBX, (59) 320,01, () d=0.02. (3): 42005, (4): G=0.08, (a). b=0.2, éb)):
where X represents the unknown complex variable®=0.15, (c): b=0.1. For (1)-(4) b=0 and o;#0. For (a)-(c) d
{amanmn1Emn}- The real 3N+ 1)(2M + 1) matricesA andB are =0 and o;=0. The outer curve represents the neutral curve.
functions of the real parametedsb, Gr, Pr,a and the amplitudes
of the steady state solutiof@,,bmn,C,Cn,Dn}. For Pr=7 we
usedN=45 andM =5, while for Pr=0.71 we used the slightly 5.2 Results. In Fig. 13 we provide an example of the behav-
lower valueN =37 with M=5. Equation(5.9) is solved with the ior of the leading eigenvalue for small values of the parameters
use of the NAG subroutine FO2GJF. Typically the dimension ¢fwhen Pr=7(a similar set of curves exists for £0.71). Here the
the vectorX is 50 percent larger than the dimension of the vectdeal partoy, of the leading eigenvalue; as a function of the
x representing the steady-state solution for the same truncatig@ameted for four different values ob is given for @=1.227,
level as the comparison between Tables 1 and 2 shows. In TableP=2817. We recall that Gr2816.8898 fora=1.227 by the
the behavior of the leading eigenvalug, for a sample of the linear analysis of section 3. As can be seen from Fig. 13 with a
integer range M =<8, 25<N=45 is given for the secondary fixed value ofb as indicated, we observe that as the value of the
state atv=1.247, Gr=3200, Pr=7. As can be verified from Tablgarameted varies the real part of-;, crosses thel/« axis.
2 for N=41 (Pr=7) adequate resolution of the eigenvalue can be As the figure showsr;, can be positive for perturbations with
achieved. We note that in all cases examined the symmetry rdie=0.01 and 0.1 for smaldl, while o4, is negative for perturba-
tions o1, (b,d) =0, (b, =d), o, (b,d)=0,(*+b,d), are always tions withb=0.005 and 0.15 for ang. Therefore, there exists a
confirmed. Our results are described in some detail below. small parameter range 08b=<0.1 andd/«=<0.04 where the

} 2890
! dia 2885
[ y 0.1 i
0] _ ] -
2880
05 2875F
2870 |
af .
= | (9 2865 3
0_1_5 [ 2860 -
! 2855
2}k :
[ 2850 -
25 _ 2845 3
- ogqob L))y
- 9.18 1.2 122 1.24 1.26 1.28 13
34+ o
Fig. 13 The real part of the leading eigenvalue as function of d Fig. 15 Instability boundaries of secondary TWs for Pr =0.71.
for @=1.227, Gr=2817, Pr=7 and for fixed values of the param- (1): d=0.01, (2): d=0.03, (3): d=0.04, (a): b=0.2, (b): b=0.15,
eter b as indicated. Note that for @=1.227, linear stability analy- (c): b=0.1. For (1)—(3) b=0 and o,;#0. For (a)—(c) d=0 and
sis predicts a value of Gr .=2816.8898. o,;#0. The outer curve represents the neutral curve.
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secondary flow becomes unstable. We fingd<0 for any value Finally, we studied the stability of the secondary equilibrium
of b atd=0. We also find thatr;, decreases from zero monoto-state by applying Floquet theory. Traces of the Eckhaus curve
nously asb increases from zero fad=0 as far as the secondarywere identified and our calculations showed that the bifurcation is
state is close to the neutral curve,86r.. When the secondary quasi-periodic for Pr0.71 as for Pr=(6] while for Pr=7 the
state is away from the neutral curve, howevey, increases from bifurcation is phase-locked with the secondary flow. The results of
zero first and then decreases monotonouslyderO asb in- our study also showed that the secondary flow becomes unstable
creases from zero, having a positive peak value at a dordilis just above the primary neutral curve in theGr) plane for small
tendency has also been observed in the caseDRt). Similar values of the parameterandb (see Figs. 14 and 15). Therefore,
instabilities for small values of the parametérandd were also the flow pattern likely to be observed is almost two-dimensional
observed in the calculations performed 18] (monotone B insta- with small wavenumber modulation in both the streamwise and
bility) for the case of natural convection in a vertical slot §idl] the spanwise directions.
(zigzag instability)for the case of convection in a horizontal fluid Stability results concerning secondary flow were presented for
layer heated from below. only x=90 deg in this study. But as is shown in Fig. 9 longitudi-
We present the stability boundaries of the secondary TW solnal roll type perturbations are more important than transverse roll
tions for the vertical orientation of the fluid layer with=P7 in type perturbations for 0 degy=<89 deg. Investigations of the
Fig. 14 and with Pr=0.71 in Fig. 15. In the case of#r71 the transition due to longitudinal roll type perturbations and the com-
boundary is formed by the Eckhauls=€0) and Hopf bifurcation petition of transverse roll and longitudinal roll perturbations at
(d=0) curves while for P+7 the boundary is formed by the y=~89 deg are currently under way and will be reported separately.
Eckhaus b=0) and phase-locked bifurcationrd€0) curves.
Note that for the Hopf bifurcation the real and imaginary parts of
the leading eigenvalue, satisfyo,,=0 ando4;# 0 while for the
phase-locked bifurcation they satisfy, = o1;=0. In Figs. 14 and References
.15 we provide the boundaries of seve.raI.Eckhaus curves, depen?1_] Horvat, A., Kljenak, 1., and Marn, J., 2001, “Two-Dimensional Large-Eddy
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€ phase speed o0 € S. n a c_qses examined & [3] Worner, M., Schmidt, M., and Grotzbach, G., 1997, “Direct Numerical Simu-
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therefore, a Hopf bifurcation takes place. This occurrence com- plications for Statistical Modelling,” J. Hydraul. ResSS5, pp. 773-797.
bined with the underlying two-dimensional TWs shows that for [4] Arpaci, V. S., 1995, “Buoyant Turbulent Flow Driven by Internal Heat Gen-

- . . . . L . eration,” Int. J. Heat Mass Transfe38, pp. 2761-2770.
Pr=0.71 the bifurcation is a spatlally pe“Od'C flow with two fre- [5] Wilkie, D., and Fisher, S. A., 1961, “Natural Convection in a Liquid Contain-

quencies in timgquasi-periodic). ing a Distributed Heat Sourceliternational Heat Transfer Conferendeaper
119, University of Colorado, Boulder, pp. 995-1002.
6 Conclusions [6] Nagata, M., and Generalis, S., 2002, “Transition in Convective Flows Heated
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In this work we have investigated the nonlinear stability of [7] National Engineering Laboratory, 1998, “Prandtl Number #mCl, Solu-
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case of a vertical channel with £0 [6] to cases of an inclined [8] Gershunl,lG. Z., gnd Zhukhovitskii, E. M., 19_760nvect|ve Stability of In-

. . - . compressible Fluid¢Translated from the Russian by D. LowjsiKeterpress
channel with nonzero Prandtl numbers. Linear stability analysis  gnterprises, Jerusalem.
for various values of the angle of inclination showed that neutral[9] Gershuni, G. Z., Zhukhovitskii, E. M., and Yakimov, A. A., 1974, “On Stabil-
curves always corresponded to a Hopf bifurcation. ity of Plane-Parallel Convective Motion Due to Internal Heat Sources,” Int. J.
. T : _Heat Mass Transfef, 7, pp. 717-726.
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Enhanced Forced Convection Heat
Transfer From a Cylinder Using
Permeable Fins

The problem of cross-flow forced convection heat transfer from a horizontal cylinder with

Bassam A/K Abu-Hijleh

e-mail: Bassam.Abu-Hijlen@RMIT.edu.au multiple, equally spaced, high conductivity permeable fins on its outer surface was inves-
, School of Aerospace, tigated numerically. The heat transfer characteristics of a cylinder with permeable versus
Mechanical and Manufacturing Engineering, solid fins were studied for several combinations of number of fins and fin height over the
RMIT University, range of Reynolds number4300). Permeable fins provided much higher heat transfer
Bundoora, Victoria 3083, rates compared to the more traditional solid fins for a similar cylinder configuration. The
Ausiralia ratio between the permeable to solid Nusselt numbers increased with Reynolds number

and fin height but tended to decrease with number of fins. This ratio was as high as 4.35
at Reynolds number of 150 and a single fin with a nondimensional height of 3.0. The use
of 1-2 permeable fins resulted in much higher Nusselt number values than when using up
to 18 solid fins. Such an arrangement has other benefits such as a considerable reduction
in weight and cost.[DOI: 10.1115/1.1599371

Keywords: Computational, Enhancement, Finned Surfaces, Forced Convection, Heat
Transfer, Porous Media

Introduction tics in a concentric annulus with heat generating porous media

Laminar forced convection across a heated cylinder is an ivv_hen using a permeable inner boundary. Zhap and [1agand .

portant problem in heat transfer. It is used to simulate a wi nao gnd Songil] sljov_vgd that forced convection heat transfer in
: cavity could be significantly enhanced using permeable walls.

range of engineering applications as well as provide a better Previous work by the author has shown that the use of permeable

sight into more complex systems of heat transfer. Accurate knowdag v 1) \ery effective in the case of natural convection heat

_edge of th_e convect!on he_at trar_lsfer around circular Cylinderstf%insfer from a cylindef12)]. No published work could be located

important in many fields, including heat exchangers, hot watfly; jiscusses the use of permeable fins on the forced convection

and steam pipes, heaters, refrigerators and electrical conduct{s;; transfer from a horizontal cylinder in cross-flow.

Because of its industrial importance, this class of heat transfer hasg paper details the changes in the Nusselt number due to the

been the subject of many experimental and analytical studigge of different number of equally spaced high conductivity per-

Though a lot of work has been done in this area, it is still remaif§eaple fins placed at the cylinder's outer surface. The fluid under

the subject of many investigations. Recent economic and envirgisnsideration is Air. The elliptic momentum and energy equations

mental concerns have raised the interest in methods of increasjjite solved numerically using the stream function-vorticity

or reducing the convection heat transfer, depending on the applethod on a stretched grid. This detailed study included varying

cation, from a horizontal cylinder. Researchers continue to 10gke Reynolds numbe5—200), number of fin§1—18, and the

for new methods of heat transfer control. The use of porous mgondimensional fin height0.15—3.0). This range of values is

terials to alter the heat transfer characteristics has been repo%@ged on the experience gained from a previous work using uni-

by several researchers including Vafai and Hu@by A-Nimr  formly spaced solid fins for the same configurati@]. Due to

and Alkam[2], and Abu-Hijleh[3]. symmetry, the computations were carried on half the physical do-
Fins have always been used as a passive method of enhane¢iitn making use of the horizontal symmetry plane passing

the convection heat transfer from cylind4s-7]. The presence of through the center of the cylinder. The number of fins reported

the solid fins has an effect on both the aerodynamic as well as thgrein is that on one half of the cylinder. No fins were located at

thermal characteristics of the flow. The fins tend to obstruct thee symmetry plane.

airflow near the cylinder surface, thus reducing the heat transfer

from the cylinder to the surrounding fluid. On the other hand, the

fins increase the heat transfer area resulting in an increase in the ) )

heat transfer from the cylinder to the surrounding fluid. The nddathematical Analysis

result of these two opposing effects depends on the combinationthe steady-state equations for two-dimensional laminar forced

of number of fins, fin height, and Reynolds number. Previousnvection over a horizontal cylinder are given by:

work by the author has shown that increasing the number of uni-

formly spaced solid fins beyond a Reynolds number dependent 14(ru) 1 v

value does not increase and can even decrease the Nusselt number -

[8]. Permeable fins can offer less resistance to the airflow around

the cylinder while still offering the increased heat transfer surface au au 10

area of solid fins. Such fins are expected to offer much enhancegy - .V %Y _ = »

heat transfer rates from a cylinder than solid fins. Stewart and Jr 1 d6 r por

Burns[9] reported enhanced convection heat transfer characteris-

r or Trrae © (1)
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meable fins, the author made a conscious decision to introduce the
(3) above mentioned simplifying assumptions. With the “ideal” per-
JT JT formance of permeable fins established, future work can focus on
i E_:ava (4) real fin effects such as the fin's flow resistance, thickness, and
ar r a6 thermal conductivity.
where The local Nusselt number, based on diameter, on the cylinder
' surface is given by
2 2
o | 10 1 Dh() D JT(ry,0)
Zoror r246? Nup ()= = (5)
or k (To—T.) ar
Equationg(1-4) are subject to the following boundary conditions:the |ocal Nusselt number at fin, based on diameter, is given by
1. On the cylinder surface, i.e.=r,; u=v=0, andT=T,. 1+hy D 1 lgT(r,g)‘
2. Far-stream from the cylinder, i.g.~%; u—u,, cos@) and Nup ((0)= G ‘
v— —U, sin(d). As for the temperature, the farstream boundary (To=Ta) 1 L
condition is divided into an outflow#<90°) and an inflow(# JT(r.6)
>90°) regions, Fig. 1. The far-stream temperature boundary con- + ’ dr (6)
ditions areT=T,. anddT/dr=0 for the inflow and outflow re- I otto

gions, respectively.

3. Plane of symmetryfp=0 and #=180° v=0 and du/d@
=dT/96=0.

4. On the surface of solid fis); u=v=0. On the surface of

The effect of adding the fin()n the convection heat transfer
from the cylinder will be presented in terms of the normalized
Nusselt numberNUp ¢) which shows the relative change in the
permeable fin(s)u=0. The least restrictive permeable boundarNusselt humber compared to the case of a smooth cylinder, Eqg.

condition is that of no resistance to the velocity normal to the fif ) below. The ratio of NUp f) permeable fins to {Up ) solid
surface, i.e.p = constant=su/d6=0 [9] ins will be used to gage the enhancement in heat transfer due to

5. Since both types of fins are assumed to be very thin andtglf3 use of permeable fins in place of solid fir@NUp r), Ed.(8)

very high conductivity, the temperature at any point along the fFﬁe'OW-

will be that of the cylinder surface, i.el;=T,. The fins are NUp £=Nup £/Nup , @
equally spaced around the perimeter of the cylinder. No fins were ' ' ’

placed at the horizontal line of symmetry, i.e.,&t0 and 180°, RNUp = (NUp ) permeanid (NUp ) soiid (8)
see Fig. 2.

Equationg(1-4) along with the corresponding boundary condi-
The major assumptions made regarding the fins’ boundary cdiens were nondimensionalized using the incoming free-stream
ditions above are: fin thickness0, fin thermal conductivitys, velocity (u.) and cylinder radius r(;) then solved using the
and fin flow resistance 0. These assumptions we introduced irstream function-vorticity method using the finite difference
order to simplify the solution of the problem and will give themethod[12]. A stretched grid in the radial direction was used in
“best case scenario” effect of using permeable fins. “Real” fin®rder to accurately resolve the boundary layer around the cylinder
will have a finite thickness and thermal conductivity. If this is tg12] and [13]. The resulting system of algebraic equations was
be taken into account, the problem will become that of conjugatedived using the hybrid scherh#4]. Such a method proved to be
conduction—convection heat transfer. This will greatly complinumerically stable for convection-diffusion problems. The finite
cate the solution procedure as well as introduce two new paradifference form of the equations was checked for consistency with
eters that need to be considered, i.e., fin thickness and fin therthed original PDEg$14]. The iterative solution procedure was car-
conductivity. Neglecting the fin’s flow resistance will only changeied out until the error in all solution variables became less than a
the velocity gradient boundary condition at the fin but will nopredefined error level). Other predefined parameters needed for
affect the computational procedure. Still this will introduce anthe solution method included the placement of the far-stream
other parameter that needs to be addressed. The inclusion of boyndary condition R..) and the number of grid points in both
of these parameters will greatly increase the number of differeradial and tangential directionb| and M, respectively. Extensive
cases that need to be simulated and will further expand the sizeedting was carried out in order to determine the effect of each of
this paper. Thus as a first attempt at studying the benefits of p#rese parameters on the solution. This was done to ensure that the
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solution obtained was independent of and not tainted by the pteansfer enhancement due to the use of permeable fins. This will
defined value of each of these parameters. The testing includegidone by looking at the ratio of the normalized Nusselt number
varying the value ofe from 10 3 to 10, R, from 5 to 50,N for the case of permeable fins to that of solid fins, each with the
from 100 to 250, andV from 120 to 200. The results reportedsame number of fins.
herein are based on the following combinatidd=210, M Figure 3 shows the change in the normalized average Nusselt
=180,R., =40, ande=10"°. Increasing any of these parametersiumber as a function of number of fins at different values of fin
resulted in minimal change<1%) in the computed Nusselt num- height and selected Reynolds numbers. The solid lines correspond
ber. The current gird resolution is better than most grid resolutiotss solid fins while the dotted lines correspond to permeable fins. It
used in published studies of natuf&l], forced convection from a can be seen that the use of permeable fins results in a significant
heated cylindef6], and mixed convection at different angles oheat transfer enhancement over solid fins under the same geomet-
attack[7]. The large number of grid points in the tangential direaic and flow conditions. The advantage of using permeable fins
tion (M) was to ensure that there were sufficient grid points béicreased with increased Reynolds number and fin height but de-
tween the fins to properly resolve the flow between the fins, evereased with increased number of fins. The cause of this will be
when using 18 fins. In comparison, the use of 60 points in thiiscussed later when looking at the changes of the local Nusselt
tangential direction would have been sufficient to resolve the flomumber along the cylinder surface due to the addition of solid and
around a smooth cylinddi7]. Figure 2 shows very good agreepermeable fins. The use of a single permeable fin seems to offer
ment between the profiles of the average Nusselt number calgye best conditions for enhanced convection heat transfer from the
lated by the current code and the several results reported in fjginder, particularly as the Reynolds number and/or fin height
literature[7—10], for the case of a smooth cylinder with no fins. increases. Under no condition did the use of permeable fins result
In the previous work for uniformly spaced solid fifs2], the in a normalized Nusselt number1.0, as opposed to the case of
number of grid points was varied in the radial€ 150—163) and ysing a small number of short solid fins and high Reynolds num-
tangential 1 = 169-180) directions in order to insure that all fingyer 8],
coincided with one of the grid's radial lines and that the fins end Figure 4 shows the shows the ratio §@, £) permeable fins
coincided with one of the grid's tangential lines. The need for thg (NU ) solid fins,RNUp ¢, for the same values of Reynolds
fins to coincide with the grid was also observed in this study bmpers shown in Fig. 3. This figure shows the relative gain in
in a different fashion. In order to avoid any changes that mighf,nanced heat transfer due to the use of permeable versus solid
result from using different grids for different combinations ofjns Under no conditions did the use of permeable fins result in a

number fin(sjand fin height, a fixed size grid was used for cOMyq,yer Nusselt number than solid fins. The enhancement due to the
binations in this study210x180). In this study the fin's tangential

A%is is due to the different trends in the Nusselt number change
the radial grid resolution to insure that the fin’s end coincided with 9

. ; : . ) . I Withhen using permeable versus solid fins, Fig. 3.
?hr_le Otf Ejhe rad'&_llogi'g %oé%ts(')-;ge f%m'n?jl grg)hghgﬂtﬁ u%‘?d N Figure 5 shows the local Nusselt number distribution along the
NféSll(J) Z%"(’ge'_ 4'0 r,es.ulte’d .in ;;1 diffe?gncé O'f IegsC?hrgt T;“%géﬂrface of the cylinder, including that of the (&, for the case of
- 0 0 = = I I
tween the actual fin height and the nominal fin height used in ttﬁqQD 70 andH=3.0 at different number of solid and permeable

. . . h ﬂ(s). The distribution of the smooth cylinder, no fins, is also
current 'study.. The ac}ual height 'be!n.g that. of the fin used in 8 own for comparison. Note that the dire)(/:tion of ¥axis in Fig
calculation with the fin's end coinciding with the closest radi ; .

. - : . - ; ; . is reversed in order to comply with the direction of the angular
grid point while using a fixed radial grid resolutiomN & 210). " P P
Also in this work, the location of the far-stream boundaR,J position shown in Fig. 1. Also there are two charts in Fig. 5 for the

was set much further than the previous work for solid fins Onlcase of permeable fins. One with a full range y-axis scale, Fig.

- A - . g(b), and the other with g-axis equal to that of the solid fins, Fig.
(R..=40 versus 15 ir{12]). The significant increase iR.. was 5(c). Figure 5(c)is intended to show the different local effects

needed when using permeable fins. Initial gird testing reveal . . e
that long permeabl% ﬁns resulted in a mucr? bigger w%ke Whi‘%_‘ong the cylinder surface V\(hen using permeable versus solid fins.
extended for a longer distance downstream of the cylinder th jgure S(a)shows the Ipcal increase in the Nussglt ngmber at the
when using solid fins, as will be shown later in the results sectio%. ation of the solid fins as well as th? reduction in th? local
usselt number from the rest of the cylinder surface. This local

This required the use of the largét. so that the far-stream %;JSSEH number reduction is caused by the reduction in the air

boundary conditions do not affect the solution. The use of lar
R.. also influenced the radial size of the gird in order to maintai
proper grid resolution near the cylinder surface.

eed ahead of and in the wake of the solid fins. When using more
han one solid fin, the downstream fins have a lower contribution
to the overall heat transfer than the upstream fins. The exception
being for fins that lay in the recirculation zone at the back of the
Results cylinder, e.g., the case &f=5. Figure 5(b)shows the significant

The effect of fins on the forced cross-flow heat transfer fromiacrease in the local Nusselt number at the location of the perme-
horizontal isothermal cylinder was studied for several combinable fins, which is responsible for the higher heat transfer rates
tions of number of fins £=1,3,5,8,12,18), nondimensional finfrom permeable fins compared to solid fins. The fact that the air
height (H=0.15,0.35,0.75,1.5,3.0), and Reynolds numbery(Rean flow through the permeable fins without restriction results in
=5,10,20,40,70,100,150,200). All computations and calculationsry high convection heat transfer rates. Figute) Shows the
were carried at the eight values of Reynolds number listed abowause of the reduction in Nusselt number with increased number
To save space, only the results ofgRe5, 20, 70, and 150 will be of permeable fins seen in Fig. 3. Although permeable fins have a
shown. The results at the other values of Reynolds number Hawver effect on the local Nusselt number upstream of the fins,
similar trends to the Reynolds number values that will be reportéldere was almost no heat transfer from the back half of the cylin-
herein. The change in the average Nusselt number, for a givder (6<90°), even if there were fins there, i.e., casef ef3 and
value of Reynolds number, due to the additiorFdin(s) (Nuy ) 5. The high heat transfer rate of the permeable fins caused the air
was normalized by the Nusselt number of a smooth cylinder, flowing trough them to heat up significantly resulting in a large
fins, at the same Reynolds numb®&ug). This was done in order thermal wake. This will reduce the temperature difference be-
to focus on the relative effect of adding the fins. The solid fitween the downstream fins and the hot incoming air, which in turn
cases were re-computed using the current fixed size grid, not thenslates to reduced convection heat transfer from those fins. The
results of the previous woifl8], and are intended to show the heafact that the air was free to flow through the permeable fins im-
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Fig. 5 Variation of the local Nusselt number for the case of Re p=70 and H=3.0 using solid fins (a)
and permeable fins (b and c)
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Fig. 7 Streamline contours (left) and isothermal contours and relative velocity vectors (right) using different number of
permeable fins at Re ,=70 and H=3.0
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plies that no recirculation zones will be formed downstream of the T = temperature
fins, unlike the case of solid fins. The downstream recirculation u = radial velocity(m/s)
zones formed by solid fins tend to scavenge some of the cooler v = tangential velocitym/s)
free stream air which results in higher temperature difference than o = thermal diffusivity (m?/s)
that of the case of permeable fins. This can be seen in the stream- B = coefficient of thermal expansiafiK %)
line and isotherm contours for the case of,R&0 andH =3.0 at e = measure of convergence of numerical results
different values of solid and permeable fins, Figs. 6 and 7, respec- 6 = angle(degrees)
tively. The relative velocity vectors are also shown in these fig- v = kinematic viscosity(m?/s)
ures, i.e., the length of the vector is equivalent of the magnitude of p = density(kg/m®
the velocity vector. The big aerodynamic and thermal wakes 4 = stream function
formed behind the permeable fins are very clear in Fig. 7, eSREN s crits
cially when compared to those in Fig. 6. This explains the neetf’ P
for placing the far-stream boundarR{) much further away from D = value based on cylinder diameter
the cylinder than in the previous study of solid fins of@}, as f = value at fin surface
noted in the preceding Mathematical Analysis section. o = value at cylinder surface
p = permeable fin
Conclusions s = solid fin
© = free stream value

The problem of cross-flow forced convection heat transfer from
an isothermal horizontal cylinder with high conductivity equally
spaced permeable fins was studied numerically. Changes in the
normalized average Nusselt number at different combinations of

number of fins, fin height, and Reynolds number were reportggferences

and hc?]mﬂareﬂ to '[II‘;OSG c:)f SCt):]Id flnsl._degrmeab(;e f![?ls offered Fil] Vafai, K., and Huang, P. C., 1994, “Analysis of Heat Transfer Regulation and
muc. 19 er. . usseit number .an soll 'n.S’ under the same 0p-" yogification Employing Intermittently Emplaced Porous Cavities,” ASME J.
erating conditions. Permeable fins resulted in much larger aerody- Heat Transfer116, pp. 604—613.

namic and thermals wakes which significantly reduced the effec{2] Al-Nimr, M. A, and Alkam, M. K., 1998, “A Modified Tubeless Solar Col-

tiveness of the downstream fins, especiallyfat90°. A single
long permeable fin tended to offer the best convection heat tran
fer from a cylinder. This has great practical implications in terms
of weight and cost of fin(sheeded to achieve a certain level of
heat transfer enhancement.

Nomenclature

D = cylinder diameter, 2, (m)
F = number of equally spaced fins
g = gravity (m/s)
H = nondimensional fin height;/r,
h = local convection heat transfer coefficigit//m? K)
h; = fin height(m)
k = conduction heat transfer coefficiefw/m K)
M = number of grid points in the tangential direction
N = number of grid points in the radial direction
Nup = local Nusselt number based on cylinder diameter
Nup = average Nusselt number based on cylinder diameter,
no fins
Nup - = average Nusselt number based on cylinder diameter,
cylinder with F number of fins
Nup ¢ = normalized average Nusselt number based on cylin-
der diameter, cylinder witlF number of fins
p = pressurgPa)
Pr = Prandtl number
r = radius(m)
Re, = Reynolds number based on cylinder diameterD/ v
RNUp = Ratio of the normalized Nusselt number for the cas

of permeable fins to that of solid fins, each with
number of fins
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Natural Convection in a Large,
).catatalen § Inclined Channel With
= § Asymmetric Heating and Surface

G. van der Graaf

« anets | Radiation

Centre Tecnologic de Transferéncia, Finite volume numerical computations are carried out in order to obtain a correlation for
de Calor (CTTC), free convective heat transfer in large air channels bounded by one isothermal plate and
Lab. de Termotécnia i Energetica, one adiabatic plate. Surface radiation between plates and different inclination angles are
Universitat Politecnica de Catalunya (UPC), considered. The numerical results are verified by means of a post-processing tool to
¢/Colom 11, 08222 Terrassa, Spain estimate their uncertainty due to discretization. A final validation process is performed by
e-mail: labtie@Iabtie.mmt.upc.es comparing the numerical data to experimental fluid flow and heat transfer data obtained

from an ad-hoc experimental setupDOI: 10.1115/1.1571845

Keywords: Channel Flow, Heat Transfer, Natural Convection, Radiation, Ventilation

1 Introduction 2 Description of the Problem

Many authors have already studied natural convection betweer schematic of the problem under study is shown in Fig)1it
parallel plates for electronic equipment ventilation purposes. fPnsists of a large air chann@®r=0.71)that can be vertical or

such situations, since channels are short and the driving tempdpglined, ‘l’l"ith an iso.thelrmakll wallhandhan adligibgticr vx(a_mh)perhand
tures are not high, the flow is usually laminar, and the physic wer walls respectively when the channel is inclipethe chan-

. . . . - “nel lengthL varies fromL=1m to L=2 m and the inter-plate
phenomena involved can be studied in detail by either experim acingb can vary fromb=0.01 m tob=0.04 m, leading to as-

_tal or ngme_rical tgchniques or both. _Therefore, a large bo_dy Bect ratios fromL/b=25 to L/b=200. The inclination of the
information is availablg¢1—3]. In fact, in vertical channels with channel is referenced by the angleand varies fromg=0 deg
isothermal or isoflux walls and for laminar flow, fluid flow and(vertical channélto #=60 deg. Radiative heat transfer between
heat transfer can be described by simple equations derived fréme two walls is considered. Both plates have the same emissivity
analytical solutions of natural convection boundary layer in isc=that can have a value froe=0, corresponding to non-radiating
lated vertical plates and fully developed flow between two verticgHrfaceswhite surfaces), teé=1 (black surfaces). The isothermal
plates[1]. plate temperatureT,,, reaches values front,=T,+25°C to
Ventilation channels with larger dimensions are frequently eH—-W:TaJr 125°C, whereT, is the ambient temperature.

countered in other applications, such as passive solar efie In the limiting case of non-radiating platés=0), heat transfer
PP ’ P 9y s only due to convection at the isothermal plate. In other cases,

tilated facades). These channels involve more complex physigglat transfer to the air is also due to radiation from the isothermal
phenomena such as radiative heat transfer between the wallgite to the adiabatic plate, which transfers the radiating energy to
the channel, turbulent flow, and inclination with respect to thghe surrounding air by convection.

gravity direction. Although the equations developed for simpler The average Nusselt number accounting for natural convection
situations could in some cases lead to reasonable predictiongrothannels with isothermal walls is typically defined in terms of
the behavior of these channels, work is still required to develdpe inter-plate spacing as follows:

more reliable expressions.

The work presented here is addressed to obtain equations for Nu,= Q/A }E
free convective heat transfer in large air channels with asymmetric (Tw=Ta) A
isothermal plategone plate isothermal and the other plate adia- ) ) L
batic). Surface radiation between the platesdiative coupled whereN\ is the air thermal conductivityQ is the total rate of heat

plates)and different inclination angles are considered. Correl ansfer from the plates to the air aAds the surface area of the
) . A eat source. In the case under stddsepresents the surface area
tions of the Nusselt number are obtained from a parametric stu

. ) : e the isothermal plate.
carried out by means of computer simulations using finite-volume rransition from laminar to turbulent flow in natural convection

techniques. The numerical solutions are verified using a pogkrtical boundary layers is typically assumed at €Rg /Pr
processing tool based on the Richardson extrapolation theory a‘gfjgﬁ(Tw—Ta)Ls/ 1?]=10° [6], where Gr is the Grashof number,
on the Grid Convergence Indé€&Cl) that estimates their uncer- the subindex. means that the channel length is used as geometri-
tainty due to discretizatiofd4,5]. Furthermore, in order to ascer-cal parametery is the gravitational acceleration, agdand v are

tain how far removed the numerical model is from reality, théhe volumetric coefficient of thermal expansion and the kinematic
results of the numerical model are validated by comparison witscosity of the air at the film temperatur&,(+T,)/2. However,

experimental fluid flow and heat transfer data obtained from &fgnsition from laminar to turbulent flow in channels is expected
ad-hoc experimental setup. to occur at higher values of Gdue to the merging effect of the

two boundary layers. Most situations under study in this work
Contributed by the Heat Transfer Division for publication in th®URNAL OF have a Gr number in the order of 18 Therefore, the assumption

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 17, 20020f laminar flow may apply. In fact, some numerical experiments
revision received February 21, 2003. Associate Editor: S. T. Thynell. not presented here have been carried out using two equations tur-

@
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radiating
surfaces, €

isothermal
plate, Tw
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Fig. 1 (a) Schematic of the problem. (b) Mesh and computational domain used in the
numerical simulations. The mesh is expressed in terms of the parameter n. The solid
triangles indicate that the mesh was concentrated near the walls.

bulent models such as those usedi7h All the solutions obtained in the buoyancy terms of the momentum equati@Bsussinesq

indicated that the flow within the channel was laminar. approximation), fluid Newtonian behavior, negligible heat friction
Numerical works carried out in free convective heat transfer imnd influence of pressure on temperature, and radiatively non-

parallel plates, see for examp|&], assume the thermophysicalparticipating medium. The corresponding set of differential equa-

properties of the air to be constant except in the buoyancy teriens may be written:

of the momentum equations, where the Boussinesq equation of

state Ap=— BpAT, is applied. This approximation is appropriate a_u ‘9_" -0 @)
when the temperature gradients are sm@ll In the work pre- ax Iy

sented here, the temperature differences between the isothermal

wall and the ambient are higher than in previous works. Some au ou Py Ju U

computations were carried out in order to ensure that the Bouss-PY 75 PV y o TPV EJF 2y —PB(T=To)0x
inesq assumption was also appropriate for the modeling of the y @)

channels studied in this work. These computations consisted of

calculating the heat transfer, the Nusselt number, of cases Cand D o Ipq v

described in Table 1 assuming the Boussinesq approximation orpu — +pv — = — —+pv(T T) —pB(T—To)ay
using temperature dependent physical properties of the air. As X ay ay Ix Iy

indicated in Table 1, in case C the temperature difference between (4)
the ambient and the isothermal wall was 75°C and in case D 5 5
125°C. The relative differences between the calculated Nusselt u£+ vﬂzi EJFE
with and without assuming the Boussinesq hypothesis were 2.5% PEax TP ay ol ®x Py
and 1.5%, respectively. Therefore, the use of the Boussinesq as- ) ] ) )
sumption seems to be also reasonable for the channels under stdg§re &.y) are the coordinates in the Cartesian-coordinate sys-

®)

in this work. tem indicated in Fig. (&); T is the temperaturef, the reference
temperaturepy the dynamic pressureu(v) and @y,9,) the ve-
3 Mathematical Model locity and the gravitational acceleration vector expressed in the

reference systemr-y, and the physical properties of the airv,

3.1 Governing Equations. The fluid flow and heat transfer g, \, and c, are respectively the density, the kinematic viscosity,
within the channel is assumed to be governed by the twehe thermal expansion coefficient, the thermal conductivity and
dimensional Navier-Stokes equations together with the energhe specific heat at constant pressure, which are assumed constant
equation with the following restrictions: steady state, lamingPr=0.71).

flow, constant physical properties, density variations relevant only » .
3.2 Boundary Conditions. The temperature of the isother-

mal plate(upper plate)s T,,. On the other hand, the temperature
Table 1 Parameters of the cases used for detailed verification at the coordinatex of the adiabatic plate results from a surface
purposes: inter-plate spacing  (b), channel length (L), inclina-  €nergy balance considering that the net radiative heat flux arriving
tion angle (), isothermal wall temperature  (T,,), ambient tem-  at the plate equals the heat flux transferred from the plate to the

perature (T,=300K) and emissivity of the plates  (e). surrounding air:
b L 0 Tw—Ta € (b/L)Ra, cos# € JT
case [m] [m] [deg] [C]  [] (-] 7= T Tly-0="A 75 (6)
,y=0
A 00l 100 30 25 025 2010 . by=0)
B 0.02 150 15 50 0.25 4.8.1C where o is the Stefan-Boltzmann constant ands the thermal
C 0.03 1.75 45 75 0.50 2.3.10° conductivity of the air. In this energy balance, the radiative heat
D 0.04  2.00 0 125 1.00 1.5.10% transfer between the platéleft term of the equalityis modeled

assuming a non-participating medium, infinite surfaces, and grey-

Journal of Heat Transfer OCTOBER 2003, Vol. 125 / 813

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



diffuse plate surfaces with the identical emissivity vakieThe boundary conditions predicts curvature effects in the inlet region

assumption of infinite surface ignores the radiation out of the endéth no need to include zones outside the channel in the compu-

of the channel. This assumption can be acceptable becauset#ti®nal domain.

aspect ratios of the channels under study are léiye¢he case  The resulting algebraic equation system was solved using a

with smallest aspect ratid,=1 m andb=0.04 m, the diffuse pressure-based SIMPLE-like algorithrhl,12], and the iterative

view factor between the plates is larger than 0.96 convergence procedure was truncated when relative increments of
The boundary conditions to be assumed at the inlet and outtet computed Nusselt numbéEq. 1) in the last 50 iterations

are more complicated because an inappropriate formulation d¥opped below 0.005%.

these boundary conditions may lead to a fluid flow and heat trans- L . )

fer that are very different from those under study. Typical assump-4-1 Verification of the Numerical Model. The numerical

tions adopted for free convective flow through channels ap@!utions presented here have been calculated adopting a global

adopted herg2]. The air is assumed to enter the channel from tH&Tefinement criterion. That is, all the numerical parametets

surroundings at a temperature equalTtp(ambient temperatuye Merical scheme, numerical boundary conditions,) edee fixed,

and with an adiabatic and reversible process, so that dynarﬁf&d the mesh is refined to yield a set of numerical solutions. This

pressure energy in the surrounding @ihich is 0)is converted to Set of numerical solutions have been post-processed by means of a
kinetic energy(i.e., to 1/2v2, wherev is the magnitude of the tool based on the Richardson extrapolation theory and on the con-

velocity vector)and dynamic pressure energy at the inlet: cept of the Grid Convergence Indé&Cl) [4,5]. When the nu-
merical solutions are free of programming errors, convergence
1, errors and round-off errors, the computational error is due only to
Tlx=Ly=Ta 0= 5PV TP (7)  the discretization. The tool processes a set of three consecutive
x=Ly) solutions in theh-refinement. The main output is an estimate of
As in Eq. (7), the magnitude of the velocity vector is used, théhe uncertainty of the numerical solutions due to discretization,
flow is not assumed to be uni-directional. Therefore, this boundatye GCI. Other information also obtained from the tool is the
condition is according to the characteristics of the flow at the inledrder of accuracy of the numerical solutiGapparent or observed
that can have a considerable curvature which will strongly affeotder of accuracypnd the percentage of nodes at which it has
the velocity distribution. been possible to calculate the order of accuréBychardson
At the outlet, the temperature is assumed to remain constanmniodes[4]). An observed order of accuracy approaching the theo-
the x direction and all the kinetic energy of the air is assumed teetical value(order of accuracy of the numerical schemes used
be converted to heat, resulting in an outlet dynamic pressure eqaatl a high percentage of Richardson nodes indicate that the esti-

to the surrounding air dynamic pressure, i.e., equal to O: mator GCl is reliable, and that the solution is free of programming
JT errors, convergence errors and round-off errors. _
-~ =0 Ppylx=0y=0 ®) To shqw the appropriateness of the .numerlcal parameters
dX Y adopted in all the numerical solutions of this work, the results of

(x=0y) . e - . .
a detailed verification process will be discussed. The numerical

3.3 Governing  Dimensionless ~ Groups. A non- parameters to be considered are the grid, the numerical scheme
dimensionalization of the governing equations and boundary cofhd the convergence criterion.
ditions shows that Nyidepends on the Rayleigh number, the as- |n order to obtain the final correlation for the Nusselt number, a
pect ratio, the inclination, the thermal emissivity of the plates arghrametric study of the air channel was carried out involving up to
on two radiation numbers, Pl aritl that arise from the adiabatic 2500 different cases, see Section 6.1. The data obtained from the
wall boundary condition when radiative heat transfer is Cons'%ost-processing that are presented here, correspond to four of the
ered. Thus: cases that are representative of the others. Hereafter they will be
Nu,=Nu,(Ra, ,b/L,cosé, e, PI,R) 9) c_alled as cases _A, B, C, and D. Their co_rres_ponding pargmeters
(inter-plate spacindp, channel length., inclination angle6, dif-
where the Rayleigh number in terms of the geometrical parameterence between isothermal wall temperature and ambient tem-
b is defined as Ra=[gB(T,— T)b*/v*]Pr. The radiation num- peratureT,,—T,, and emissivity of the plates, are presented in
bers are the Planck number:F%/bng andR=(T,,—Tn)/T,, Table 1.
where o is the Stefan-Boltzmann constant ands the thermal For each of the four cases, a set of 5 solutions using the global
conductivity of the air at the film temperature. h-refinement criterion with a refinement ratio of(@ubling the
mesh)were computed. They correspondrte-5, 10, 20, 40, and
. 80. The post-processing results are given in Table 2foR0, 40,
4 Numerical Model and 80. Presented are the global observed order of accprabg
The set of coupled partial differential equations and the boungercentage of Richardson nodes, Rn, and the global uncertainty
ary conditions described in Section 3 are converted to algebralge to discretization, GCI, corresponding to the different depen-
equations by means of finite-volume techniques using rectangutgnt variables of the problem v, andT.
meshes on a staggered arrangement. Diffusive terms at the bound-he percentage of Richardson nodes given in the table is high
aries of the control volumes are evaluated by means of secofi@k-the cases A and B, but decreases in the cases C and D, where
order central differences, while the convective terms are approfie physical phenomena are more complex. While cases A and B
mated by means of the high-order SMART schef@§ with a have a value ofl§/L)Ra, cos6 below 5+ 107, the corresponding
theoretical order of accuracy between 1 and 3. values for cases C and D are beyondl2®. On the other hand,
The domain where the computations are performed and a schesst estimates of the order of accurapyapproach the theoreti-
matic of the mesh adopted is shown in Figb)L The mesh is cal values of the differential scheme usézktween 1 and 3).
represented by the parameter According to Fig. 1(b), 6*n  However, they do not tend to an asymptotic value with the mesh.
control volumes are usgdor example, whem=40 it means that As the GCl is directly calculated from, GCI increases with the
the problem is solved on 2480 control volumes The mesh is mesh in some situations whepedegenerates with the mesh to
intensified near the two plates using a tanh-like function with alues close to 1. This means that, for these cases, the calculated
concentration factor of 7], in order to properly solve the bound-uncertainty due to discretization increases when the mesh is re-
ary layer. This aspect is indicated in the figure with two solidined! This aspect is in accordance with the practical use of the
triangles. GCI, which indicates that low values of the observed order of
The pressure boundary conditions indicated in Eq. 7 and 8 haaecuracy tend to overestimate the uncertainty due to discretiza-
been modeled according td0]. This implementation of the tion. When dealing with a single case, it may be possible to over-
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Table 2 Results from the post-processing tool: Richardson numerical error of the solutions with the non-restrictive conver-
nodes (Rn), global observed order of accuracy  (p), and global  gence criterion is not totally free of convergence error. However,
uncertainty due to discretization normalized by the reference the general tendency is that whenever the estimates obtained from
values (GCI*). (Note: * means that the GCls are normalized us- 0 yerification process indicated that the solution was credible,

ing a reference value of v =[LgB(T,—To)cos 61" for the ve-  yhare \vere no variations in the value of Nwhen the conver-
locity components and  T,=T,,— T, for the temperature. ) -
gence criterion was strengthened.

case A Some of this information is given in Fig. 2. The evolution of the
u v T Nu, with the mesh parameterfor the four cases is shown in Fig.
. " v - 2(a). Beyond the fourth level of refinement=40, no significant
g”d [E;:] P CEOC/?] [Ee/:] P (Eo(/f)l] [f;:] P CEOZI] differences are observed in the NuThe evolution of the Ny

during the iterative process in terms of the number of iterations is

4218 857’ %é ézg gz %-8 -88% gg %g -Sgg shown in Fig. 2(b). A continuous line is used which turns into a
80 96 11 014 8 18 0010 83 16 .oipodotted line when the non-restrictive convergence criterion is
reached. As can be observed, all the dotted lines are horizontal
case B lines, which indicates that there are no deviations in thg \Woen
u v T the non-restrictive convergence criterion has been reached.
gid Rn p GCF Rn p GCF Rn p GCI*
" %] S Le1 D! %] 5 Experimental Setup
4218 gg ég }2% ;i %% 88:1;,2 % i% 82(8) The experimental setup consists of a channel with two parallel
80 91 19 .014 79 16 .0015 81 1.8 .010 plates 1600 mm long and 800 mm wide with a spacing of 20 mm.

A schematic of the setup is shown in Fig. 3. The channel is in-

T clined 45 deg. It is closed at its sides by two lids covered with

insulation material on the outside. Two additional adiabatic lids

gid Rn p GCF Rn p GCF Rn p GCI  can be mounted at the inlet and the outlet when required to stop
n (%] (%] [%] (] [%] [%] the air circulation through the channel. The lower plate is a single
20 78 568 43 21 .0069 77 15 .320 plate insulated from the ambient by insulation material. The upper
063 43 i-g .0030 58 g-g .020 plate consists of eight square modules of ¥@ mnf. Each

N
o
0
5
NI =
ok w

80 88 014 76 0023 74 012 module is heated by electrical heaters glued on the upper side. A
case D self-calibrated K-type thermocouple sensor is placed at its center.
u v T Heaters of the two modules placed at the same height are con-
gid Rn p GCF Rn p GCF Rn p GCF nected to an AC controlled power supply, fprming four pairs pf
n [%] (%] [%] %] [%] [%] modules connected to four different power lines. Four glass win-

dows with an observation area of#22D mnt are mounted on one

20 63 16 .350 43 14 0213 73 0.9 144 gide wall at 200, 600, 1000, and 1400 mm from the outlet of the
40 51 21 087 48 16 .0080 59 26 .026 - . . L . .
80 67 12 087 50 13 0070 59 12 072 Cchannelin order to permit the visualization of the air flow in the

channel. The ambient temperatufg (laboratory temperatuyas
measured by a self-calibrated PT-100 resistance thermal device.
Control, regulation and data acquisition are carried out with an HP
come this problem simply by changing the numerical schemes K| series data acquisition unit managed by a software applica-
the discretization of the domain. ThOUgh, as in this work up teon programmed in HPVEE |anguage.
2500 different cases are studied, it is not practical to find a specificMeasurements of the heat transfer and the velocity field were
mesh and scheme for each of them. performed in separate experiments. In heat transfer measurements,
All the numerical solutions used in the previous discussiofhe overall heat loss of the setup, is measured at some specific
were obtained using the convergence criterion as explained at §¢thermal plate temperatureg,, .
beginning of Section 4. This convergence criterion results in ain the fluid flow experiments, for a giveh, andT,, the ve-
reasonable number of iterations for the convergence proceduesity field is visualized at a section of the channel parallel to and
and therefore also in a reasonable CPU time. However, it appeag® mm from the side wall with windows. The air is seeded by
to be a non-restrictive convergence criterion. Several computgerosols of olive oil generated by a Laskin nozzle. The diameter
tions were carried out considering various situations, including thg the aerosols are in the order oft8n. The images of the flow
four cases analyzed in this section, with a more restrictive convejre captured using a Digital Particle Image VelocimgDPIV)
gence criterion. Some small differences were found in the esficility from LaVision. The main features of the DPIV device
mates obtained from the post-processing. This indicates that {ied in the fluid flow experiments are: double-cavity Nd-YAG

N“b [ T T T T 1T T T 17T 17T 7T 17T 1T 17T T17TT7TT ] Nub AASLARARALAN DL AL AL DAL AL AL NS LN U A A L L
20 S ] 120p e « .
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Fig. 2 Verification. (a) Evolution of the Nu , in terms of the mesh parameter n. (b) Evo-
lution of the Nu , during the convergence procedure in terms of the number of iterations.
A dotted line indicates that the convergence criterion is achieved.
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Fig. 3 Schematic of the setup. (a) General view. (b) Detail of the modules that make up
the isothermal plate.

(2%x35 mJ/pulse)laser from Quantel, optics consisting of onedian test performed by a self-written algorithm and substituted by
spherical and two cylindrical lenses forming a Galilean telescopee local mean value of the nine surrounding velocities.

to create and focus a light-sheet, a high sensitRe@tier-element
cooled)12 bit CCD camera with a resolution of 128024 pix- 6
els, and a Nikkor camera lens with focal length of 105 mm. De-

tails of the experimental procedures adopted for both the heatg.1 parametric Study. A parametric study was carried out
transfer and fluid flow measurements are given in the followingarying channel length, inter-plate spacing, inclination angle
two subsections. 0, thermal emissivity of the platesand isothermal wall tempera-

5.1 Measurement of Heat Transfer. With channel either {U'€Tw @nd setting the ambient temperaturelgt- 300 K. Values

open or closed, the total heat loss of the seRypvas measured at for each parameter \_/vere_fixed within th? interval range under
different temperatures of the isothermal plafg;=70, 100, 125, study and for equal sized intervalsee Section 2). Four different

and 150°C. The total heat loss was obtained by measuring t\@ues forb and five different values for the other parameters were

power that was supplied to the electrical heaters. This was do%’@ed. This resulted in a total number of 2500 cases. The numerical

by means of power transducers with a precision f0.5 results obtained for all the cases were calculated with the level of

+0.02P] W. Data were recorded for a period of 15 minutes iﬁefln_ementn=40, and using th‘? convergence criterion an_d nu-
intervals of 3 seconds at steady state. merical schemes as explalneq in Section 4: These numerlpal pa-
Results from measurements of heat loss with the channel clod8f'€ters are in accordance W'.th the conclusions .Of the Vef.'f'ca“c.’ﬂ
were fitted by a least squares method to a second-order equaﬁB cess as discussed in Section 4. The. conclusions of this verifi-
in terms of the temperature differenad = (T,,— T,). This led to cation process focussed on the analysis of 4 of the 2500 cases

a correlation for the heat loss of the setup without heat evacuatigRder study. Therefore, there was no guarantee that these numeri-
through the channe,,.=(a+bAT)AT. cal parameters would Iez_:ld to results that were free of computa-
Experimental values of the heat removed from the char@gl, tional errors for_ all the situations. Thus, to _dlscard non-_c_redl_ble
were calculated by subtracting the correspond@g, from the numerlqal solutllons, all of them were sub.mltted to a verification
overall measured heat l0$2, obtained from the experiments with (€St This consisted of two steps. In the first step, the global ob-

the channel open. The Nusselt number was calculated mserved.order of accuracy, the normalized global grid conver-
according to E?q(l). u u W u ® gence index, GCl, and the percentage of Richardson nodes, Rn,

were calculated by means of the post-processing tool; see Section
5.2 Measurement of Fluid Flow. Measurements of the ve- 4. In the second step, the solutions were filtered according to the
locity field at each window of the channel were obtained at twpost-processing results. The values of acceptance adoptedpvere:
different temperatures of the isothermal plafg;=70°C andT,, within the interval[1:4], GCF below 1% and Rn over 40%. This
=150°C. Each measurement consisted of five series of ten déli@ring criterion was fulfilled in 1842 cases out of the 2500.
sets of velocity fields taken at a sample rate of 8 Hz, resulting Walues of the parametets b, 6, ¢, andT,— T, for those cases
50 data sets of velocity fields. The image analyses showed that that did not fulfill the criterion were rather random, without clear
maximum particle image displacements were of the order oft@ndencies. More restrictive filtering led us to discard those solu-
pixels. Adaptive interrogation areas from*®# to 3232 pixels tions with higher values of the numbeb/()Ra, cosd. This was
with 50% overlapping were applied. The effects of in-plane logwainly because the convergence with the mesh was more difficult
of particle pairs were minimized by zero-offsetting of the interroand, as a consequence, the number of Richardson nodes was
gation areas. Errors of the measured velocities due to the DRbBWver. Differences between the fit of the solutions that passed a
device, the data acquisition and the post-processing were expectexte restrictive filtering and the fit of the solutions finally ac-
to be below=0.03 m/s. cepted were not significant. Therefore, the given correlation was
Even if an optimum PIV experiment has been carried out, theret expected to be affected by wrongly converged solutions.
is always the probability of erroneous velocity vectors, usually Computations were performed on a Beowulf cluster composed
called outliers. Therefore, post-processing of the PIV results liy 48 personal computef&MD K7 CPU at 900 MHz and 512
always necessary in order to detect and eliminate as many efbytes of RAM) running with Debian Linux 2.1kernel version
neous vectors as possiljiE3]. Outliers were detected by the me2.7.2.3). Converging cases required between 15 to 30 minutes of

Results and Discussion
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Fig. 4 Results from the fitting process. (a) Nuy, in terms of (b/L)Ra,cos @ and €. Solid
lines: heat transfer relation 10 for different values of emissivity of the plates e. Dashed line:
relation of Bar-Cohen and Rohsenow  [1] for symmetric isothermal vertical plates using the
Nu, number as defined in Eqg. 1. Dots: fitted data. ~ (b) Relative errors between the fitted data
and the heat transfer relation 10 in terms of (b/L)Ra, cos 6.

CPU time(including the three levels of the globhairefinement). One outstanding issue is that in the case of non-radiating sur-
As initial guess for the coarse grid solution, a uniform map for thiaces (e=0), Eq. (10) coincides exactly with the well-known
temperatures and velocity components fields was assufied domposite-relation proposed by Bar-Cohen and Rohsdad¥or
=T,, u=—1m/s andv=0). The coarse grid solution was usedaminar natural convection in parallel verticalos¢=1) asym-

as initial guess for the middle grid solution, and the middle grighetric isothermal plates. This relation was based on the analytical
solution as the initial guess for the fine grid solution. With thigoutions for the two limiting situations of fully developed laminar
procedure, for most cases, thg number of iterations required {§ and laminar flow along an isolated plate, and it was also
the convergence .Of each so_lutlon_were abo‘.ﬂ 2000, 1000, an(_j Mdated with experimental data obtained in short channels.

for the coarse, middle and fine grid, respectively. The calculationsry,o main results of the fitting process are shown in Fig. 4. The

of the non-converged cases were stopped when 3000 |terat|on%8 t transfer relatiofL0) for the Nusselt number is presented in

the converging proceduk@ any of the three levels of refinement . : -

were reached resulting in a total “lost” CPU time between 60 t('): 'gf.' 4(a)_|n terms_ of the paramete_b(L)Rao cos6 (abscissasand

120 minutes. e (five different lines corresponding to the values1, 0.75, 0.5,
0.25, and 0).

6.2 Heat Transfer Relation. From the non-dimension- The composite-relation of Bar-Cohen and Rohsenow for lami-
alization of the governing equations and boundary conditions aar natural convection in parallel vertical asymmetric plates over-
discussed in Section 3.3, is found that,Niepends on 6 different |laps the curve fore=0. In addition, the composite-relation for
governing numbers: Ra b/L, cosé, € Pl andR. By using a symmetric isothermal plateboth plates isothermglalso given
single group b/L)R3g, cosd as a correlating group instead of thepy Bar-Cohen and Rohsenow, is presented in Fig) %ith a
three separate groupb/(), Ra, and cosy, the number of corre- dashed line. This relation is used here for convenience with the
lating numbers was reduced to 4. This is a widely adopted practiQgsselt number as defined in Bq), even though this is not the
for inclined plateg3]. Furthermore, after an initial first evaluationgtandard definition for symmetric isothermal plafies
of the data to be fitted, the influence of the radiating groups The |imiting situation of fully developed laminar flowfully
(Planck number ani) was shown to be negligible. Therefore, theye,e|oped limitiand laminar flow along an isolated platsolated
set of correlating numbers was reduced to 2. Accordingly, data& te limit) are indicated in the figure by an arrow. While Na

all the 1842 s_olutlon_s fulfilling the _verlflcatlon-fllterlng criterion yy, o fully developed limit for symmetric or asymmetric isothermal
as described in Section 6.1 were fitted to a heat transfer relat'&%tes is identical, in the isolated plate limit jof the symmetric

E%r“_)tg%o Cl\(l)szsesaerI]td E?l#rﬁgigsu%; g Irnel att(ia(;rr??eacc)ifs: the  groups !sothermal plates is twice as large than that of the asymmetric
isothermal plates.

For (b/L)Ra,cosé values larger than 0 the physical phe-
nomenon tends towards the isolated plate limit. For these cases
and at a fixed value ofb(L)Ra, cosé, Nu, increases with the
from the value corresponding to asymmetric plates to the value
corresponding to symmetric plates. However, the Nithe sym-
metric plates situation is never reached. This is explained by the

The fitting process was carried out minimizing the average of tEect that the lower plate is unable to reach the temperature of the

relative differences between the data and the fitting relation . A .
means of the Powell methdd4]. Several fitting procedures were! othermal plage aI())ng the entire channel even in situations using
Black surfacege=1).

employed using different number of constants. The final fittin > ) .
process actually adopted was based on fixing all the parameters i} the situations studied heréo/l)Rg, cosé is never below
Eq. (10), except the two exponents that affect orlyThe corre- approximately 510°. In spite of this, the heat transfer relation
lating exponents—2 and —1/2 were selected according to Bar-(10) is also consistent in this zone with the results of Bar-Cohen
Cohen and Rohsenojl]. Relation(10) is shown to properly and Rohsenowfully developed limi). All the computed Ny pre-
represent all the numerical data. The maximum relative error bgented here tend to converge to the fully developed limit solution
tween the fitted data and the correlation was found to be beldar low values of p/L)Rg, cosé, showing no dependency on the
13% and the average relative error below 4%. emissivity of the plates.

-2

1
Nu,= 1—2(b/L)Ra0 cosé

—-1/2
+(0.59 (b/L)Ra, cosg]Y4 1+ 64/5]4/5)_2} (10)
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Table 3  Comparison of the Nu ,, obtained from the experiment, low values of p/L)Rg,cos#, as the fitted parameter 2/29 was

flrng”}et.n“”(‘ffrfical mOdel.t";nd fromtt{‘etﬁeat tlra”Sfer relatio(? applied instead of 1/18which arises from the analytical solution
. Relative differences wi respect 1o the value correspona- Of the fu”y developed ||mu_

ing to the heat transfer relation are indicated within brackets in

percent. 6.3 \Validation. As a final step to assess the credibility of
NU, the heat transfer relation, the results of a validation test are pre-

sented in this Section. The direct comparison of solutions of the

(b/L)Ra, cosf ¢ experimental  numerical  fi€q. 10) -\ erical model to the experimental heat transfer and fluid flow
3.2.10%% 1 4.18(2.6%)  4.31(0.5%) 4.29 data obtainedsee Section 5are discussed. Numerical solutions
5.1-1822 i gg%gﬁf’; g-ig gng); g-gg used in this validation test were implemented reproducing the ex-
6.71 52(6.1%) 5.40(3.8% . . -

o710 1 6.00(9.5%) 586 (5.4%) 5 56 perimental conditions.

The numerical and experimental values of the Nusselt numbers
are given in Table 3 together with the corresponding values from
the heat transfer relatiofi0). Relative differences between these

The relative errors between the fitted data and the heat trans'(tltgfj the Ny derived from the heat transfer relation are also indi-

relation (10) are pictured in Fig. 4(bin terms of @/L)Ra, cosé. cated. They re_malned below 10% in all cases. . .

Major deviations are observed fob/L)Ra, cosé values between '€ comparison of the numerical and experimental fluid flow
5+10° and 16. According to Bar-Cohen and Rohsenégl, Eq. data is c?hown in Fig. 5°and Fig. 6._ They corresponq to the case of
(10)is a composite relation derived from a linear superposition dfw=70°C andT,,=150°C respectively. Compared is thecom-

two known limiting expressions within which the Nwaries Ponent of the velocity normalized by the reference veloeity
smoothly (i.e., the fully developed limit and the isolated plate=[LgB(Ty— Ta)cos#]*2 The upper index indicates thati was
limit). The zone of greatest observed relative errors coincides wittormalized. Both figures contain two sets of data. Velocity profiles
the intermediate zone between the two limiting expressions; the central vertical section of each observation window are
where it is more difficult for this type of composite relation toshown at the bottom. At the top there are maps of local differences
properly accommodate the data. As can be observed1BYifits A y* (x y) between the numerical and experimental data in the
all data fairly accuratelywith a maximum relative error below . ohservation windows. These maps of differences were ob-
8%) if (b/L)Ra, cose is larger than 18 tained by interpolating the experimental and numerical data at the

Fitting errors in the intermediate zone could be reduced by ;
fitting procedure permitting the variation of the constant that af; des of a regular mesh of £8D nodes, and by calculating the

fects the first term of Eq(10) together with the two exponentso.IIfrerenceS at e‘:lCh of the_ n_odes. d‘ghl_rd-o:rder accu_ratehlntedrpola-
affecting e. The following relation was obtained: tions were used to minimize additional errors in the data-

processing. Apart from a few large local differences in some
nodes caused by errors in the experimental datdte gaps close
to the top walls), all local differences in the are below 10%.
1 However, the experimental* -profiles are not perfectly repro-
(11) duced by the numerical profiles. Experimental measurements at
window # 2 of the case witff,,=70°C and at window # 2 and
The maximum relative fitting errors of this relation are below 9% 3 for T,,= 150°C show an irregular velocity profile close to the
and the average relative errors around 2%. However, this relatipottom wall. There is no clear explanation for these irregularities
is not consistent with the solution of the fully developed limit foiin the u-profile, and therefore would require further investigation.

-2

2
Nu,= E(b/L)Ra0 cosf

+(0.59 (b/L)Rg, 0050]1/4[1+ 64/5]4/5)—2
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Fig. 5 Comparison of the u-velocity obtained from the experimental setup and from the
numerical model for T,=70°C and T,=laboratory temperature. Top: map of differences in
the four observation windows. Bottom: profiles at the central vertical section of each
observation window. (Note:* means that the wu-velocity is normalized by the reference
velocity v=[LgB(T,— T,)cos 6]2.)
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Fig. 6 Comparison of the u-velocity obtained from the experimental setup and from the
numerical model for T,=150°C and T,=laboratory temperature . Top: map of differences
in the four observation windows. Bottom: profiles at the central vertical section of each
observation window. (Note: * means that the u-velocity is normalized by the reference
velocity v=[LgB(T,— T,)cos 6]Y2.)

7 Conclusions Pl = Planck number\/bo T3
R = radiation number, T,,— To)/T,
Ra = Rayleigh number, PGr
Rn = percentage of Richardson noddg
P = total heat loss of the setup, W

A parametric numerical study was performed to obtain a rela-
tion of the Nusselt number for free aiPr=0.71)convection in
large asymmetric radiative coupled isothermal plates. Variations
in the channel length, the inter-plate spacing, the inclination of the .
channel, the emissivity of the plates and the temperature differ- Q = fotal heat transfer rate from the plates to the air, W
ence between the isothermal wall and the ambient were taken intQiss = heat loss of the setup with channel closed, W
account. The channels under study were beyond the applicability T = temperature, K
range of the heat transfer relations already presented by other Ja = @mbient temperature, K
authors, and that seemingly were limited to small aspect ratios, 'w = iSothermal plate temperature, K
lower Grashof numbers and did not consider radiation heat trans- To = reference temperature, K
fer. b = mter-_plate spacing, m

The parametric study involved 2500 different cases. All the Cp ~ spec_lflc_ heat at constant pressure, JkgK
numerical solutions were subjected to a verification process to 9 = gravitational acceleration, ntls .
asses their credibility. Estimates for their numerical uncertainty " = Parameter used to represent the mesh, see fig. 1
and order of accuracy were obtained. p = global observed order of accuracy

The Nusselt numbers of all the credible solutions were fitted to Pa = dynamic pressure, Pa
a relation in terms of two numbers: the surface emissivity and al» v = Velocity components, m/s
modified Rayleigh number including the channel aspect ratio and vV = magnitude of the velocity vector, m/s
the inclination angle. In the case of non-radiating vertical plates, %Y = Cartesian coordinates, m, see Fig. 1
the equation coincides with the previously available composit&reek Symbols
relations for lower Grashof numbers.

A final validation test was carried out by comparing numerical
data with experimental heat transfer and fluid flow data measured
in an ad-hoc experimental setup. The fluid flow was measured by
a Digital Particle Image Velocimetry device.

= temperature difference, K

= volumetric coefficient of thermal expansion, 1/K

= emissivity of the plates

= thermal conductivity, W/mK

= kinematic viscosity, rfis

= density, kg/m

= Stefan-Boltzmann constant, Wk

= angle of inclination of the channel respect to the
gravity direction, deg
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Self-Preserving Properties of
Unsteady Round Buoyant
| Turbulent Plumes and Thermals
-2 4 i Still Fluids

R. Sangras

G. M. Faeth The self-preserving properties of round buoyant turbulent starting plumes and starting
jets in unstratified environments. The experiments involved dye-containing salt water
sources injected vertically downward into still fresh water within a windowed tank. Time-
resolved images of the flows were obtained using a CCD camera. Experimental conditions
were as follows: source diameters of 3.2 and 6.4 mm, source/ambient density ratios of
1.070 and 1.150, source Reynolds numbers of 4,000, source Froude numbers of
10-82, volume of source fluid for thermals comprising cylinders having the same cross-
sectional areas as the source exit and lengths 6f382 source diameters, and stream-

0. C. Kwon wise flow penetration lengths up to 110 source diameters and 5.05 Morton length scales
from the source. Near-source flow properties varied significantly with source properties
but the flows generally became turbulent and then became self-preserving within 5 and
20-30 source diameters from the source, respectively. Within the self-preserving region,
both normalized streamwise penetration distances and normalized maximum radial pen-
etration distances as functions of time were in agreement with the scaling relationships
for the behavior of self-preserving round buoyant turbulent flows to the following powers:
time to the 3/4 power for starting plumes and to the 1/2 power for thermals. Finally, the
virtual origins of thermals were independent of source fluid volume for the present test
conditions. [DOI: 10.1115/1.1597620
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Introduction flows are that the properties of this region significantly simplify

Recent theoretical and experimental studies of the temporal é)o_th the presentation of measurements of these flows, and numeri-

welopment o 0und norbuoyant et St et and puf 42107 neeced 0 o) e fows, because fects of
(the latter due to brief releases of a nonbuoyant source flljd], prop

in still environmentgdenoted starting jets and puffs in the fOIlOW_rellgg\s/(talifoggi?:g:ltglant?\igretical and computational studies of
ing) were extended to consider the corresponding buoyant f|0V\§ P ’ P

e.g. found buoyant turbulent starting plumes and theriais - EA% PteER TS BOER FOES TR Y & CEE B TR
latter due to brief releases of a buoyant source f|uid still and 9

unstratified environment&enoted starting plumes and thermaléIOW that is characterized by only a few parameters. Early studies

in the following). Study of these flows is motivated by practica‘?Ind reviews of this work can be found in Rouse e{8], Morton

P . I.[4], Morton[5], Turner[6], Seban and Behn{&], Yih [8],
applications to the unconfined and unsteady turbulent flows res a .
ing from the initiation of steady and interrupted buoyant flui ih and Wu[9], George et a[10], Chen and Chefi1] and List

eeases caused by procss upset, vt fes, and oxplos i, 0% L1 53 o5 s o deveono e
among others. The general configuration of these flows is iugcaing P P 9 ying

trated in Fig. 1 for the familiar cases of rising positively-buoyanmeasur?memsf to find mean flow properties In terms of self-
starting plumes and thermals. Due to their simplicity, the preseWieserV'ng variables. Subsequent studies of steady plumes sought

flows also are of interest as classical buoyant turbulent flows t pre detail about the turbulence properties and the development

; o the flows toward self-preserving conditions, see Papanicolaou
illustrate the development of unsteady turbulent flows. In additio . . : .
due to their well-defined initial and boundary conditions, and the?rhd List[13], Papantoniou and Li$14], Peterson and Bayazito-

simple geometry, observations of these flows are useful to provigléJ .[15]‘ Dai et al[16-18], and references cited therein. A sur-
ising feature of the steady plume measurements of Dai et al.

data needed to evaluate detailed methods for predicting the pr 5—18]was that self-preserving behavior was only observed at
erties of buoyant turbulent flows. Similar to earlier studies - P 9 y

starting jets and puffs of Refil] and[2], the present experiments istances farther from the source than previously thought, e.g.,

emphasized conditions far from the source where effects of Sou%gtances greater than roughly 80 source diameters. In contrast,

disturbances are lost and flow structure is largely controlled by ﬁ%‘;egt t‘;']tutdﬁs of sftlartlng Jetshar(;d plffﬁs of Rél_lﬁ.argd [hz]’ _|nd|- t di
conserved properties. For such conditions, the flows approxim € at tnese Tlows reached Sell-preserving behavior at dis-

self-preserving turbulent behavior fixed by their conserved pro inces as small as 20-30 source diameters from the source. The

erties and appropriately scaled flow properties are independen ggsons for these discrepancies are unknown, although different

streamwise distance. The advantages of self-preserving turbulﬁ#‘t‘rce exit states, effects of .unsteadl.ness, effects of buoyancy and
effects of the parameter being studied, have been suggested as

Contributed by the Heat Transfer Division for publication in th®URNAL OF EOESIb]G Tecglanlslm?l COﬂtI’O”Inﬁ the all)pproac_h to se_If-preservmg
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 20, ehavior[1]. ear_yv_ owever, these observations raise co_ncerns
2002; revision received April 10, 2003. Associate Editor: K. S. Ball. about whether existing measurements of the self-preserving be-
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Fig. 1 Sketches of starting plumes and thermals

havior of round buoyant turbulent unsteady flows were carried oEtperimental Methods
far enough from the source to properly observe self-preserving
behavior. Test Apparatus. The experiments involved salt water model-

Starting plumes and thermals have received less attention tH@@ of buoyant turbulent flows as suggested by Steckler ¢8al.
steady plumes. Representative studies include Tufd&], A sketch of the test apparatus appears in Sangras EtlalThe
Middleton [20], Delichatsiog21], Pantzloff and Luepto22], apparatus consisted of a Plexiglas8 mm thick)tank open at the
and references cited therein, for starting plumes, and Sgagdr top. The volume of water inside the tank was rectangular and had
Turner[24,25], Fay and Lewi§26], Batt et al[27], Thompson inside plan dimensions of 620720 mm and depth of roughly 400
et al.[28], Turnef{29], Morton[30], and references cited thereinmm. Water for the tank was obtained from the laboratory water
for thermals. These studies have provided self-preserving scal@igpply but the water was degassed of dissolved air before use by
relationships that describe the main features of starting plum@iowing it to heat to room temperature followed by agitation. The
and thermals, however, corresponding measurements of the s@fnse salt-containing starting plume or thermal liquid settled natu-
preserving properties of these flows are surprisingly limited ar@lly to the bottom of the tank and was removed after every three
involve concerns about whether self-preserving conditions wel@sts to prevent the ambient fluid density from increasing more
actually achieved as mentioned earlier. than 0.1% above its nominal value.

In view of the previous discussion, the present investigation The starting plume and thermal source flows were injected into
considered the self-preserving properties of starting plumes alf@ tank through smooth round tubes having inside diameters of
thermals in still and unstratified environments. The specific objed-2 and 6.4 mm, with injector passage length/diameter ratios of
tives of the study were as follows: 100 and 50, respectively, to help insure fully-developed turbulent

) ) ) .~ pipe flow at the injector exit for sufficiently large injector Rey-
1. Measure the streamwisertical) and radial penetration 1545 number$32]. The tubes were mounted vertically and dis-
properties of these flows as a function of time for variougparged downward, roughly 5 mm below the liquid surface. The
source diameters, source Reyn‘olds r]umbers, source FroHQges passed through a plane horizontal Plexiglass [$286
_numbers, source_/amblent density ratios and amounts of 19432 mm plan dimensionsl2 mm thick)with a tight fit. The
jected source fluidthe last for_ thermajs . tube (source)exits were mounted flush with the lower surface of
2. Use ‘h‘? measu_red penetration properties to _e_valuate Sthe plexiglass plate to provide well-defined entrainment condi-
presder:j/mg scalllng ahnd determine _thel err:jplrrllcal L"?‘Clto'f ns near the source exit. The source liquid was supplied to the
nee ? fto corre attg t efsttrr]eam\a/(yertlca) and the radial y ,eq using up to two syringe pumfdarvard Apparatus, PHD
penetration properties of these Tows. 2000, Model 70—2000 Syringe Pump, each with four 150 cc sy-

Experimental methods were generally similar to the earliginges having volumetric accuracies ©fl% and mounted in par-
studies of starting jets and puffs of Reff$] and[2], except for the allel). The pumps were computer controlled to start, stop and de-
obvious differences needed to consider buoyant flows. Thus, fheer liquid at preselected times and rates. The pumps were
present experiments involved salt water sources injected verticatiglibrated by collecting liquid for timed intervals. The discharge
downward into a still fresh water bath, with buoyancy levels vaproperties of the pumps were found as discussed by Sangras et al.
ied by using sources having different salt concentrations. Penefral: pump delivery rates were essentially constant with short de-
tion properties were measured from flow visualizations consistimglopment periods upon starting and stopping the pump handled
of time-resolved video records of dye-containing injected sourdxy extrapolating the constant delivery portions to the zero flow
liquids. rate condition and finding equivalent origins for start and stop
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times. A plot illustrating the pump flow rate transients when th&ble 1 Summary of test conditions for starting plumes and
. a

pumps were started and stopped appears in Sangras[&f.al.  thermals
The salt water source liquids were prepared by adding appiz - meter

. . i : . Value

priate weights of salt(certified ACS crystal sodium chloride, 5 5 5
0, i i Source diameter, 3.2 and 6.4 mm
100'2/9 assay.oo .glven vqumes(welghts)pf water based on thg Source passage length/diameter ratio, L/d 50 and 100
tabulation of liquid densities as a function of salt concentratiompient fluid Water
due to Lang¢33]. These results were checked satisfactorily usirgpurce fluid . Salt water mixtures
precision hygrometergFisher Scientific, Cat. No. 11-583D, hav-Ambient fluid densityp.. 998 k%/?”%
ing 0.2% accuracigs The absolute viscosities of the test liquid gmblent fluid kinematic viscosityy.. 19 s
Ing U.2% : : . QuIdSsource fluid densityp, 1070 and 1150 kg/fn
were measured directly using a Cannon/Fenske viscometer; thigirce fluid kinematic viscosity;, 1.11 and 1.36 m
information was then combined with the known densities to olSource flow rate, @ o 15-30 cc/s
tain kinematic viscosities for each source liquid considered durirgpurce/ambient fluid density ratip,/p.. 1.070 and 1.150
the present investigation. Red vegetable dye was added to yrce Reynolds numberydiv, 4,000-11,000
: rce Froude numberp{u?/(gd p,—p..|))*? 10-82

source liquid in order to facilitate flow visualization at a concensource fluid discharged for thermals, QA,d) 50-382

tration of 0.15% dye by volume. Streamwise penetration distance,€x,)/d 0-110
Streamwise penetration distance,x,)/ €y 0-5.05
Instrumentation. Measurements of starting plume or thermaCharacteristic flow time, ¢t ty)/t* 0-2,000

dimensions as a function of time were obtained from video
records. The water bath was illuminated for these observatioi§g!t water jets injected from round tubes into a still volume of fresh water having
using two 650 W quartz lamp€olor Tran. Quartz king dual 650, glgnlegzlir;sao;r?dlggg>g4KOO(deep)mm at an ambient pressure and temperature of
Model 116-011). The appearance of the dye-containing injected o

source liquid was recorded as a function of time using a color

video CCD camergPanasonic Model No. WV-CL 352 This

camera has a 682x492 pixel arr@yielding a resolution of 0.5 Scaling Methods

mm per pixel for present conditiopwith an 8-bit dynamic range, ) )

and a 12 mm focal lengthf1.8 lens(WV aspherical-LA/208 Self-Preserving Region. Two parameters that are useful for

Color still photographs of the flows were also obtained using %ﬁtlmatltn% when rout?d buoyan:fturbulen_t flows ftrhomd_stfady afmd

Nikon FM2 camera having an 85 mm focal lengfl.4 lens interrupted sources become Sefl-preserving are the distance from
) . - . the virtual origin normalized by the source diameter;-(,)/d,

using conventional Fuji-color film.

. . . and the distance from the virtual origin normalized by the Morton
The video records were analyzed to provide the maximu 9 y

- i 5 fBngth scale,X—x,)/€y , see Dai et al[16]. The first parameter
mean streamwise penetration distandeen as the average ofig hertinent to both buoyant and nonbuoyant flows and measures

the largest streamwise distance of injected source liquid from tig gistance needed to modify distributions of mean and fluctuat-
jet exit) and the mean maximum radial penetration distance asrgy properties from conditions within a passage, typical of most
function of time from the start of injection, and the mean radiadources, to conditions within an unbounded flow, e.g., the distance
penetration distances of the plume-like portion of these flows asigeded for the transition region required to eliminate source dis-
function of distance from the injector exit at various times afteturbances. The second parameter is only pertinent to buoyant
the start of injection. These mean values were obtained by avBlows and measures the distance needed for buoyancy-induced
aging the results of three separate tests at a particular jet exiomentum to dominate the momentum of the source flotich
condition. (Note that each test condition provided numerous dagan be either an excess of this momentum for an over-accelerated
points, so that only three tests at each condition provided rattfgurce or a deficiency of this momentum for an under-accelerated
dense plots of the data within the experimental uncertainties no@Hrce[10]). The Morton length scale is defined as follows for
in the following.) Experimental uncertaintie®5% confidencepf ~ Stéady buoyant turbulent flows from round sources having uni-
the measurements from the video records were similar to Sangi@én propertie5,12]:

et al. [1], as follows: less than 7% for times from the start of O 1d= (718 p..u2/(gd|po—p-|)) 2 (1)

injection, less than 8% for mean maximum streamwise penetra-

tion distances and less than 15% for mean maximum radial pé/ﬁhere an absolute value has 'F"?e“ used for the density difference
|&_order to account for both rising and falling flowender the

etration distances. The experimental uncertainties of the stre o O . . g
P aIbmltatlon that the source flow is directed accordingly in the rising

wise and radial penetration distances were largely governed or falling direction, as opposed to fountains where the source flow

sampling errors due to the irregular turb_ulent boundaries of tli?in the direction opposite to the eventual direction of the flow as
present buoyant turbulent flows but also include fundamental ag- oot of effects of buoyancy, e.g., the flows considered by

curacies of distance and time calibrations and measurements. pgnt|aff and Lueptow22] and Baines et a[34,35]). The source

Test Conditions. Test conditions for the present round buoyFroude number, B, is proportional tof /d for uniform source
ant turbulent starting plumes and thermals are summarized RFPPerties, as followg12,16]:
Table 1. The test conditions involved source diameters of 3.2 and Fro:(4/77)1/4(M /d 2
6.4 mm; source passage length/diameter ratios of 100 and 50; . . —_
source/ambient density ratios of 1.070 and 1.150: source Revnoldie Source Froude number is often used to characterize the initial
y ' 7 y egree of buoyant behavior of a source, e.g,=fr and« repre-

numbers of 4000—11,000; source Froude numbers of 10—82; nQJ- .
malized volume of source fluid for thermal, /(Aqd), of 50— ent purely buoyant and purely nonbuoyant sources, respectively.

A X As mentioned earlier, past studies of steady round buoyant turbu-
382; streamwise flow penetration length®,{ X,)/d, up to 110 ot plumes suggestx(x,)/d>80 and involved X—xg)/€y
and, &,—Xo)/€\, up to 5.05. It should be noted that the present 10 for self-preserving conditions, based on distributions of
range of source Froude numbers involves values generally larggéan mixture fractions and streamwise velocities, see Dai et al.
than the asymptotic value of roughly 5 for steady round turbulepte] and references cited therein. Another important criterion for
buoyant plumes in the self-preserving region, this implies genefelf-preserving flows is that properties within the flow should not
ally over-accelerated source flows as defined by George etlaé very different from ambient properties so that property changes
[10]. Finally, experimental uncertainties for values of the sour@e very nearly linear functions of the degree of mixing., the
Reynolds and Froude numbers are less than 5%. relative properties of injected and ambient fluid in a sample, see
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Dai et al.[16—18]for examples of measurements of the degree dbllow from the requirements of conserved properties for self-
mixing of buoyant turbulent flows For the present flows, where preserving flows and can be expressed as follows for the present
the main property variation involves the density, this last criterionnsteady flows:

for self-preserving behavior impligp,— p..|/p..<1. Present test . h 13 .

conditions are limited to maximum values dpo— p..|/p- t*=(d*/B,)"°, n=23/4; starting plume (5)
=0.150, see Table 1; therefore, this last criterion was generally tr=(d%B,)Y2 n=1/2; thermal (6)
satisfied during the present study. I '

) . . N In these equation®, is the conserved source specific buoyancy
Self-Preserving Scaling. Assuming that the flow is within the flux in a starting plume an@, is the conserved source specific

self-prese_rving region, expressions for the streamwise flow p joyancy force in a thermal, which are the properties of these
etration dlstance_ of the present round buo_yant twrbulent ﬂovﬁ ws that define this self-preserving scaling. Under the present
from steady and interrupted sources are available from past Woy sumptions of uniform source properties, the conserved source

see Morton et al[4], Morton [5], Turner[6,19,24,25], George o o
. : : specific buoyancy flux for a plume and the source specific buoy-
et al. [10], List [12], Delichatsiod21], Pantzlaff and Lueptow ancy force for a thermal can be found from source properties, as

[22], Scorer[23], Batt et al.[27], Baines et al[34], and refer- follows [12];
ences cited therein. The configurations of the present starting )

plumes and thermals are illustrated in Fig.(lote that present |'30='Q09|p0—pw|/pw; starting plume (7)
flows involve falling negatively-buoyant starting plumes and ther-
mals, however, all images of these flows are inverted to represent Bo=Qo0lpo— pxl/p-; thermal (8)

them as rising positively-buoyant starting plumes in the following ere an absolute value has been used for the density difference,
to provide a more familiar flow convention for most readefs. g before, to account for both rising and falling flows.

should be noted that both rising and falling flows involve progres- g expressions for the vertical penetration distances of starting
sive ap_proa9h of the flow density to the ambient density Wltgl mes and thermals, Eq&3), (5), and (6), are convenient for
increasing distance from the source so that they have correspofjdsirating the development of these flows toward self-preserving
ingly similar buoyant flow properties. Initiating a flow from @penavior and the subsequent variation of streamwise penetration
subsequently steady source leads to the starting plume, whergag,nces as functions of time. These formulations are somewhat
initiating a flow from an interrupted source leads to a thermal. igieading, however, because they involve the source diameter
_ Major assumptions for present considerations are similar to egfhich is not a relevant variable of self-preserving flows. This is
lier determinations of self-preserving flow scaling as discussed Q}Sparent because cancels out of Eqs(3) and (5) for starting

List [12], as follows: physical property variations in the flows arBlumes and out of Eq$3) and (6) for thermals at self-preserving
assumed to be small.e., the flows are assumed to be weakly.onitions to yield the following expressions for the vertical pen-

buoyant so that density variations are nearly linear functions @fation distances of these flows in still environments:
the degree of mixing, as discussed ea)jimteady sources are

assumed to start instantly and subsequently maintain constant (xp—xo)/(Bg’?’(t—td))"”“: C,; starting plume 9)
source properties, including constant source flow rates; interrupted " 12
sources are assumed to start and stop instantly and maintain con- (Xp=Xo)/(By(t—tg))"*=Cy; thermal (10)

stant source properties during the period of flow, including cofyhere the theoretical values for self-preserving starting plumes
stant source flow rates; extrapolated temporal origins or terming;q thermalsn=3/4 and 1/2. have been used in E€3.and (10).
tions of flow conditions are used to handle the small transient g compar'e present resLllts for starting plumes and thermals
periods when th? pump flows are initiated or terminated as digji the earlier results of Ref§1] and[2] for starting jets and
cussed in Refl1]; and virtual origins for the streamwise d'Star?Cﬁ)_uffs, it is useful to have the self-preserving scaling relationships
are used to maximize conditions where self-preserving behaviorls e nonbuoyant flows. In this case, E43) and (4) apply as
observed. Finally, source flow properties are assumed to be Ulitore for maximum streamwise and radial penetration distances
form similar to the conditions required for Eqd) and(2) to be as functions of time. Values df andn, however, differ for the

correct. This last approximation is not a critical assumption hovyf ; .
. . ' onbuoyant flows and take on the following valyés?
ever, because the details of the conserved properties of the flows Y g valjes?];

are adequately prescribed by mean source properties within the t*:dz/(Qouo)l’z, n=1/2; starting jet (11)
self-preserving regions of the present flows. . u
Under these assumptions, the temporal variation of the maxi- t*=d%(QoU,), n=21/4; puff (12)

mum streamwise penetration distance can be expressed as folleyygy|ly, proceeding in the same manner as before, the source di-
within the self-preserving regions of the present unsteady turbymeter can be factored out of these equations to yield the follow-

lent flows (see Morton et al[4], Morton [5], and Taylor{6] for  ing self-preserving equations for the streamwise penetration dis-
examples of the methodology and earlier determinations of scglnceq2]:

ing relationships for buoyant turbulent floys .
(Xp=Xo)/ ((QoUg) YAt —tg))¥?=C,; starting jet (13)

(Xp_xo)/((Qouo)(t_td))1/4: Cy; puff (14)

wherety is the extrapolated temporal origin of initiation of pumpwhere the theoretical values for self-preserving starting jets and
flow to the source that was discussed earlier. The correspondingffs, n=1/2 and 1/4, have also been used in E48) and (14).
temporal variation of the maximum radial penetration distance can

be expressed most conveniently in terms of the streamwise pen-

ration distan follows: . .
etration distance, as follows Results and Discussion

(Xp_xo)/d:Cx((I_td)/t*)n ()

M/ (Xp=Xo)=Cy (4) Overview. The ranges of Rgand (,—X,)/d and the values
of n, Cy, C,, andx,/d for starting jets and plumes are summa-
The values oC,, C,, X,, tq, t*, andn vary depending upon the rized in Table 2. Corresponding ranges of,Réxp,—X,)/d and
particular unsteady flow that is being considered. The valu€of Q,/(A,d) and the values of, C,, C,, andx,/d for puffs and
andC,, x,, andty are best-fit empirical parameters of the selfthermals are summarized in Table 3. For present measurements,
preserving scaling relationships and will be considered later whéte time delay was subtracted from the original time records to
the measurements are discussed. However, the valuésasfdn  correct for startup conditions.
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Table 2 Summary of the properties of starting jets and plumes a

Source Re, (Xp—Xo)/dP n C, G Xo/d
Starting Jets:

Diez et al.[2] 3,000-12,000 140 1/2 2®.06) 0.15(0.003) 0.0
Starting Plumes:

Present 4,000-11,000 110 3/4 2(D.09) 0.16(0.006) 7.0(1.7)
Turner[19] 3/4 0.18+0.03

Anjection of starting jets and plumes into still and unstratified environments. Experimental uncert@s%esonfidencein
parenthesis.
PMaximum streamwise penetration distances observed.

The virtual origins for each of the present flows were found blgoundary is relatively smooth near the source but becomes rough-
plotting ((t—t,)/t*)" as a function of,/d for every test condi- ened and turbulent-like a few diameters from the source exit at
tion. A linear fit of the far-field data was then developed for eacémall times after initiation of the source flow. The starting plumes
flow so that solution of this fit at timet¢-ty)=0 determined the generally exhibited roughened surfaces nearer to the jet exit than
virtual origin, x,/d. The values ok, /d were relatively constant the corresponding starting jets], however, this is consistent with
for each ﬂOW, this will be illustrated later for thermals. As _a resultt,he W|de|y recognized increased |nstab|||ty of p|umes Compared to
a mean value ok, /d could be found for each flow and is sum-jets, e.g., plumes intrinsically involve effects of Rayleigh-Taylor
marized(along with its experimental uncertaintwith the other jnsiapility near the axis of the flow due to the approach of the flow
self-preserving parameters of each flow in Tables 2 and 3. {5 the ambient density as the streamwise distance incréiastes

Starting Plumes. Video images of a typ|ca| Starting p|ume in pendent of whether the flow is a rising positively-buoyant flow or
a still environment at various times after initiation of the sourc@ falling negatively-buoyant flojwhich naturally are absent from
flow are illustrated in Fig. 2. The general appearance of a typicadnbuoyant flows, see Dai et 4ll6]. The radius of the starting
starting plume illustrated in Fig. 2 is qualitatively similar to gplume is seen to increase smoothly from the source exit to the
typical starting jet illustrated in Sangras et &l]. The flow maximum radius condition near the tip of the plume, with no

Table 3 Summary of the properties of puffs and thermals a

Source Re, (X=X Qp/(Agd) n C, G Xo/d
Puffs:

Diez et al.[2]  3,000-12,000 100 30-191 1/4  @&6) 0.17(0.005) 8.5(2.0)
Thermals:

Present: 4,000-11,000 110 50-382 1/2 (@05) 0.19(0.003) 8.5(0.7)
Scorer[23] 1/2 0.26
Turner[25] e e e 1/2 e 0.25

Thompson e R 024

et al.[28]

Anjection of puffs and thermals into still and unstratified environments. Experimental uncerté@ésconfidencgin paren-
thesis.

PMaximum streamwise penetration distances observed.

400

300

200

X (mm)

100

170 ms 370 ms 800 ms 1300 ms 1900 ms 2500 ms

Fig. 2 Visualization of a starting plume  (d=3.2mm, u,=3700 mm/s, p,/p..=1.150, Re,=9000 and Fr ,=58.5)
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evidence of a cap-like structure associated with the leading vt STREAMWISE PENETRATION DISTANCE, (x,-x,)/d

tex; notably, the general appearance of starting jets was similar,
see flow visualizations in Sangras et fl] and Pantzlaff and Fig. 4 Streamwise and radial penetration distances of starting
Lueptow[22] for starting jets. plumes as functions of streamwise penetration distance

Normalized streamwisgvertical) penetration distances for
starting plumes are plotted as a function of dimensionless time,
according to the self-preserving scaling of E(®.and(5), in Fig. small. For example, the experimental range for self-preserving
3. However, near-source behavior varies depending upon soupegavior of steady plumes was- x,)/€,,> 10 for the studies of
properties, present source flows correspond to over-acceleratef et al.[16—18], although it should be noted that no attempt
flows (Fr,>5) so that the flows generally decelerate at first befoigas made to find limiting values ofx(x.)/€¢y for self-
self-preserving conditions are approached. All the measuremepigserving behavior during these studies. One explanation of why
for the starting plumes are seen to follow the self-preserving cqi,—x,)/¢,, can be relatively small for self-preserving behavior
relation at large dimensionless times, e.g., &tt()/t*>20. of starting plumes is that source velocities decay relatively rapidly
However, this implies reaching self-preserving distances at scaled starting jets compared to starting plumes, e.g., the ratio of the
times somewhat smaller than was the case for starting jets, whpemetration velocities of starting-plumes/starting-jets is propor-
self-preserving behavior was not approached unti-tg)/t* tional to (xp—xo)2’3. Thus, it appears that flow momentum due to
>100[1]; recall, however, that the definitions tf for the two effects of buoyancy develops sufficiently rapidly so that effects of
flows differ, see Eqs(5) and (11). In contrast, streamwise pen-source momentum do not disturb self-preserving starting plume
etration distances needed to approach self-preserving conditibehavior whenX,—x,)/d is 20-30, even thoughxf—X,)/ € is
are comparable for starting jets and plumes,<x,)/d as small as 0.3, or Fris as large as 82. Chen and Chiri]
>20-30, where the normalized penetration distance expressiowliscuss this issue but more study of the combined effects of large
identical for both flows, see Sangras etfdl], which is much (x,—X,)/d, to control effects of source disturbances, and large
nearer to the source than the values xf§,)/d>80 needed to (x,—X,)/€y , to control effects of source momentum, on the self-
reach self-preserving behavior for steady round buoyant turbulegmweserving behavior of starting plumes clearly would be useful.
plumes based on measured mean and fluctuating concentratioNeasurements of maximum streamwigertical) penetration
and velocity distributionf16—18]. Reasons for this behavior havelistances of starting plumes are plotted in terms of the dimension-
been suggested, as folloWs]: stabilities of starting and steadyless self-preserving streamwise penetration parameter of%q.
turbulent flows are fundamentally different, and distances needasl a function of normalized vertical penetration distance in Fig. 4.
for self-preserving flow frequently depend upon the property th&otted in this manner, it is evident that the self-preserving param-
is observed. For example, the turbulence spectra of streamweéter has a variety of values near the source depending on source
and cross-stream velocity fluctuations approach self-preservipperties and distance from the source, however, the self-
behavior for steady plumes at streamwise distancesefx()/d preserving parameter approaches a constgrt2.70 for vertical
~ 25 that are much smaller than streamwise distances required fenetration distances greater than 20—30 source diameters from
self-preserving behavior of other properties in these flpi&]. the source. The fact th&, is on the order of unity, as expected,
Notably, flow behavior within the self-preserving region is relais also supportive that physically realistic conditions for self pres-
tively independent of the variations of source diameter, Reynoldsvation have been identified in Fig. 4.
number, source/ambient density ratio and source Froude numbeNormalized maximum radial penetration distan¢esind near
considered in Fig. 3. the jet tip as illustrated in Fig.)lof starting plumes are plotted

Another interesting observation concerning the self-preservimgcording to self-preserving scaling based on &qg.in Fig. 4.
behavior of starting plumes in Fig. 3 is that,t-x,)/{, is only  The normalized maximum radial penetration distance has rela-
greater than 0.3 for the range of the present data satisfying séifely large values in the region nearest the source where measure-
preserving behavior of starting plumes, which seems relativefyents were made; this is expected, however, because this property

826 / Vol. 125, OCTOBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10.00 Two other parameters were measured to help describe the struc-
ture of starting plumes in addition ©, andC, . The first, called
the trailing plume radius, is plotted in Fig. 5 as a function of
streamwise distance. The starting plumes were assumed to consist
of a starting vortex and a trailing plume. The starting vortex was
assumed to be circular with a radius given by the maximum radial
penetration of the tip of the plume. The portion of the plume
behind this starting vortex was called the trailing plutihe., from
the source up to this locatioriThe penetration radii of the trailing
plume were measured as a function of both streamwise distance
and time. As can be seen from Fig. 5, the dimensionless trailing
plume radii eventually reach a mean valuergf(x—x,)=0.13
for (x—x,)/d>30-40. This behavior typifies the tendency of ra-
dial penetration properties to approach self-preserving behavior
Cr=0.17 somewhat slower than streamwise penetration properties.

The second additional parameter of interest for describing the
Rl behavior of starting plumes was the steady plume radius. The
starting plume was allowed to run for a time. After the leading
vortex passes by, the turbulent plume becomes steady or station-
ary. The radius of this steady plume was measured as a function of

! ’ ! '
Re, pJ/p. Fr, SYM.

d (mm)

3.2 4000 1.150 29.3
3.2 5000 1.070 40.9
3.2 9000 1.150 68.5
3.2 11000 1.070 81.7
6.4 4000 1.150 10.3
6.4 5000 1.070 144

1.00

000 P D>

rl0ex.)

0.10

TRAILING PLUME
1.00

ro(xx.)
o
-
=)

STEADY PLUME

STARTING PLUME streamwise distance and normalized to obtain values of the re-

0.01 A 1 A | A duced steady jet radius that also are illustrated in Fig. 5. This
0 40 80 120 radius decreases with increased streamwise distance from the
source for the same reason as the maximum radial penetration

STREAMWISE DISTANCE, (x-x,)/d distance discussed in connection with Fig. 4. This parameter even-

Fig. 5 Radial penetration distances of the trailing and steady tally approaches an asymptotic value rgf/(xfxo)=0.17 for
pluhe regions of starting plumes as functions of streamwise (Xf.x°)/d>3o_.40'. which is Slgmflcantly larger .tha@f for the
distance trailing plume in Fig. 5, suggesting gradual radial growth of the

trailing plume after the plume tip has passed a given location.
However, it should be noted that the present radial penetration
) o ) distances are visible radii, and are likely to be larger teanh
becomes unbounded at the virtual origin. The normalized maxhdii based on reduction of distributions of concentrations of

mum radial penetration distance decreases progressively with &yrce fluid, mean velocities and turbulence properties, normal-
creasing streamwise distance and becomes relatively constant, ity by their centerline values

the self-preserving region wherej—x,)/d>20-30. This radial A summary of values oh, C,, C,, andx,/d is provided in

flow parameter approaches self-preserving behavior in nearly ) .
same manner as the dimensionless self-preserving streamvt\jiJ Ienzoi &ass: on tremmﬁﬁsu;imfﬁrg]mn?fﬁ E[Qrﬂifornstt?nr\tllngti
penetration distance that is also plotted in Fig. 4. For selff's @ € measurements ot Tu a € prese esti-

preserving conditionsy ,/(x,~X,)=C,=0.16 for the present gation f(_)r starting plum_es. The results fmf_rom all _the studies
measurements. This value is just slightly larger than the corf@dree with the expectations of self-preserving scaling and the val-
sponding value found for starting jets 6f=0.15[1]; it is also Ues ofC, from Ref.[2]for starting jets and from the present study
comparable to the outer boundary of steady round buoyant tur@t starting plumes are nearly identical. The value<Coffor the

lent plumes based on measurements of mean mixture fraction dgbuoyant and buoyant flows also are nearly the same, even
velocity distributions[16,17]. though the scaling parametdt;, for the two flows is not the

300
200
€
E
x
100
0

500 ms 1800 ms 3300 ms 4800 ms 7300 ms 10000 ms

Fig. 6 Visualization of a thermal (d=3.2mm, u,=1850mm/s, p,/p,=1.150, Re,=4000, Fr,=29.3 and
Qo/(A,d)=130)
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same, see Eqg5) and (11). Finally, x,/d could not be distin- 1000.00 T T T T T
guished from zero for the starting jets but had a mean value T e T A AT ST Tl R p o e G S
X, /d=7.0 for the starting plumes. 32 5000 1070 400 111

+ 6.4 5000 1070 144 64 4«

3.2 5000 1.070 409 191 @ 6.4 4000 :3;8 122 gg :1

Thermals. Video images of a typical thermal at various times  100.00 | 32 000 1450 293 130 O 4 000 1950 103 30 o

after initi_ation of the flow are iIIu_stra}ted in_ F?g. 6. The_ preseny 32 WV mam L 3 o0 e AT

obgervatlons of ther_mals are qualitatively similar to earlier obseg 32 4000 1150 293 334 o 3211000 1070 817 256 7
vations of thermals in the literature due to Turf#®]and Scorer &

[23], and they also are qualitatively similar to the earlier observ
tions of puffs due to Sangras et 4ll]. The appearance of the
thermal in the early stages, when the source flow is maintained
naturally identical to a starting plumghis involves the first pho-

tograph at 300 ms after the start of source flow in Figs. 2 gnd ¢
Once the source flow is terminated, the leading turbulent vort:
and the trailing plume continue to penetrate into the still liquic
However, there is an interesting difference, between the ne
source properties of thermals and puffs. In particular, buoyanc
induced motion in a thermal causes the stem between the plur*,
like region of the thermal and the source to disappear relativeX;

a

rapidly; in contrast, a thin stem connecting the jet-like region of “

(%% (B,

puff and the source remains as a prominent feature of the flc THERMALS

throughout the period of observation of puffs, see Sangras et

[1]. The buoyant motion also causes the trailing plume-like regic 0.01 ! L 1 1 l 1

of a thermal to merge relatively rapidly with the leading vorte: o 40 80 120
compared with puffs. The main difference between the motion STREAMWISE PENETRATION DISTANCE, (x,-x,)/d

the upper regions of a starting plume and a thermal is that the

latter has a smaller velocity once the source flow has ended; thi§ig. 7 Streamwise and radial penetration distances of ther-

evident from the different scaling rules of starting plumes anf@@ls as functions of streamwise penetration distance

thermals from Eqs(3), (5), and(6), e.g., &y —Xo) ~ (t—tg)" with

n=3/4 and 1/2 for starting plumes and thermals, respectively. In _ .

addition, continued penetration of the thermal implies continudtPns: However, also similar to starting plumes, study of the com-
increases of the volume of the leading vortex; this causes tHied effects of large X, —x,)/d, to control effects of source
trailing plume to eventually be engulfed by the leading vorte isturbances, and Iarge<r(—x0)/€_,\,, to contr_ol effects of source
followed by continued dilution of the leading vortex. Thus, ther§'OMentum, on the self-preserving behavior of thermals, clearly
is significant potential for several different flow regimes durinéf"ou'd be useful.

the development and eventual self-preserving flow periods of tl eMeasurements of maximum strgamw@erﬂcal) penetration
lifetime of a thermal; although the general scaling behavior stances Of thermals are plotted In terms of the dimensionless
’ Slf-preservmg streamwise penetration parameter of Hy).as a

both thermals and puffs did not exhibit significant changes as tE_mction of normalized vertical penetration distance in Fig. 7.

leading vortex engulfed the trailing plume and jet, respectivel otted in this manner, it is evident that the self-preserving param-
Finally, the maximum radial penetration distances are similar fi rJ has a variety of \‘/alues near the source dg endin %rﬁ) source
thermals and puffs, whereas both are larger than the correspon(ﬁ}\ : Y f h P h N

radial penetration distances of starting plumes and jets. properties and distance from the source. However, the parameter

Normalized streamwisgvertical) penetration distances for ther_approaches a constady=2.70 for vertical penetration distances
- P! ; ; —_greater than 20—30 source diameters from the source. Similar to
mals are plotted as a function of dimensionless time, according

(o) . . i . i X
the self-preserving scaling of Eqg8) and (6) in Fig. 3. Present the observations for starting plumes in connection with Fig. 4, the

measurements agree reasonably well with self-preserving scalfaCt thatC, is on the order of unity is also supportive that physi-
A 8y realistic conditions for self preservation have been identified
for thermals for {—tg)/t*>200, and &,—xo)/d>20-30. The i~ ¢, P

lue of scaled time for th f self ing thermal bi 19 7"
value of scaled time for the onset of self-preserving thermal be-normajized maximum radial penetration distances for thermals

havior is significantly larger than the corresponding scaled timg plotted according to the self-preserving scaling of @gin

for the onset of self-preserving starting jet behavior; however, thigg 7 The behavior here is qualitatively similar to the results for
is not surprising, because the definitions of thefor these two  starting plumes illustrated in Fig. 4. The flow tends to approach
flows differ. In contrast, the values ok{—Xx,)/d for onset of self-preserving behavior for the radial penetration distance when
self-preserving behavior for the two flows, where the scaling defix —x_y/d>20-30, which is comparable to distances from the
nitions of the two flows are the same, are nearly the same as welyrce required for self-preserving behavior of streamwise pen-
In addition, there is a tendency for thermals having larger amourigation distances. The main difference between the radial penetra-
of source fluid, i.e., larger amounts Qf /(A.d), to require some- tjon distances of thermals and starting plumes is that the normal-
what larger scaled times to reach self-preserving behavior, gled maximum radial penetration distance in the self-preserving
though the streamwise location where the thermals become selfgion is larger for thermals than for starting plumes, e.g.,
preserving is relatively unaffected by the amount of source fluid 1(Xp—Xo) = C,=0.19 for thermals as opposed to a value of 0.15
used for the present test range. Similar to starting plumes, congr starting plumes. Somewhat similar behavior was observed by
tions for self-preserving behavior of thermals in Fig. 3 only inpiez et al.[2] for starting jets and puffs wherg, /(x,—X,) =C,
volved (x,—X0)/€y>0.3, which seems small as already dis=0.17 for puffs as opposed to a value of 0.15 for starting jets.
cussed in connection with present measurements of startingPresent observations of the variation of the virtual origin loca-
plumes. Similar to starting plumes and jets, however, ratios gbn as a function of the amount of source fluid injected,
penetration velocities of thermals/puffs increase proportional ©,/(A.d), for thermals are illustrated in Fig. 8. The value of
(xp—xo)z, so that the relatively rapid decay of source momentui, /d= 8.5 is seen to be independent of the amount of source fluid
allows buoyant momentum to dominate the penetration velocitiegected for the range that was consider€q,/(A,d)=50-382,

of thermals at X,—X,)/d of 20-30, even thoughx(—Xx,)/{\, is  even though the thermals for the larger amounts of source fluid
as small as 0.3, and fis as large as 82, for present test condieonsidered approach the behavior of self-preserving starting
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I L] I 1} ' v I L]
a(mm) Re, PP, Fra QJA.d SYM. d(mm) Rs, pJp. Fr, QJA,d SYM.
32 5000 1.070 409 111 + 6.4 5000 1.070 144 64 < _|
40.0 = 32 5000 1070 409 191 @ 64 4000 1.150 103 80 <
32 4000 1150 293 130 O 6.4 5000 1.070 144 95 m
32 5000 1070 409 286 4 6.4 4000 1150 10.3 80 O
32 4000 1150 293 223 A 3.2 11000 1070 817 191 »
32 5000 1070 409 382 e 3.2 9000 1.150 585 159 ©
32 4000 1150 29.3 334 O 3.2 14000 1.070 81.7 286 v |
" 3.2 9000 1150 585 2585 Vv
k)
> 200 -
X,/d=8.5%0.7
® A
L . -
+ > A
<
0.0~ -
THERMALS
] 1 ] 1 i i | 2
80 160 240 320 400
Q_i(Ad)

Fig. 8 Virtual origin locations of thermals as a function of the

injected source liquid volume

1) The flows became turbulent near the source exit at distances
less than 5 diameters from the source. Although near-source be-
havior varied significantly with source properties and distance
from the source, self-preserving behavior generally was observed
for (x,—X,)/d>20-30 and X,—X,)/€y>0.3. The latter value,
which is surprisingly small, can be explained by the relatively
rapid decay of effects of source momentum, compared to effects
of source buoyancy, with increasing distance from the source for
starting plumes and thermals.

2) Within the self-preserving region, the dimensionless pen-
etration distance,x,—X,)/d, generally varied as a function of
time in agreement with self-preserving scaling. This implies that
maximum penetration distances varied as a function of time to the
following powers: 3/4 for starting plumes and 1/2 for thermals.

3) Within the self-preserving region, the normalized maximum
radius of the flow generally grew as a function of time in the same
manner as the normalized streamwise penetration distance. This
implies the following normalized values of the maximum flow
radius,r,/(x,—X,): 0.16 for starting plumes and 0.19 for ther-
mals. These maximum radii were observed at the position of the
leading vortex.

4) For large values 00,/(A,d) for thermals, self-preserving
starting plume behavior is approached before the source flow is
terminated and the flow could be characterized as an interrupted
plume. Nevertheless, thermals exhibited nearly constant values of
Xo,/d=8.5 for Q,/(A.d) as large as 382. This behavior was
essentially the same as recent observations for puffs, where

plumes and might be considered to be interrupted plumes. Nofa/d=8.5 for Q,/(A.d) as large as 320, even though flows

bly, Diez et al.[2] observed almost the same behavior for puffs,

or the larger amounts of source fluid approach interrupted jet

with x,/d=8.5, for Q,/(A,d)=60-320, even though puffs for Pehavior(2].

the larger amounts of source fluid considered approach the behav-

ior of self-preserving starting jets and might be considered to be-knowledgment

interrupted jets.

A summary of values oh, C,, C,, andx,/d is provided in
Table 3, based on the measurements of Diez €t2alfor puffs
and the measurements of Scof@3], Turner[25], Thompson
et al. [28] and the present investigation for thermals. Similar
the observations for starting jets and plumes in Table 2, the res
for nin Table 3 for puffs and thermals agree with the expectations

This research was supported by the United States Department
of Commerce, National Institute of Standards and Technology,
Grant Nos. 60NANB8D0081 and 60NANB1D0006, with H. R.
t;ﬁlum of the Building and Fire Research Laboratory serving as

ientific Officer.

of self-preserving theory. The values ©f for the results of Diez Nomenclature

et al.[2] and the present investigation are similar but are signifi-
cantly smaller than the measurements of Scfi28i, Turner[25] B
and Thompson et a[28]. Recalling that values afy,/(x,—X,) -0
=C, progressively decrease until the self-preserving region is Bo
reached, where they become constant, see Fig. 7, it is likely that *r
these discrepancies occur because measurements were not ob>x
tained far enough from the source in R¢f3],[25], and 28] for
the self-preserving region to be reached. Finally, valueS,gfor Fro
puffs and thermals are nearly the same in Table 3, similar to the 9
observation that values dof, for starting jets and plumes are
nearly the same in Table(the values ofC, for all four flows only M
vary in the range 2.6—2)8 Qn
o

Conclusions Qo

Scaling relationships for the temporal development of starting Rqr,
plumes and thermals were evaluated based on experiments. Con-
ditions far from the source were emphasized where: effects of t*
source disturbances are lost; the momentum of the flow is domi-
nated by effects of buoyancy; the conserved properties of the flow
control flow structure; and self-preserving behavior is approxi-
mated. The test conditions consisted of dye-containing salt water

A, =

source cross-sectional area
source specific buoyancy force, E&)

source specific buoyancy flux, EY)

radial penetration coefficient, E¢4)
streamwise penetration coefficient, E§)
source diameter

source Froude number, E@)

acceleration of gravity

source passage length

Morton length scale, Eq1)

time exponent, Eq¥3), (5), (6), (11) and(12)
volume of injected source fluid
volumetric rate of injection of source fluid
source Reynolds number,div,

radial distance

time

= self-preserving time scale, Eq8), (5), (6), (11) and

(12)
streamwise velocity
streamwise distance

sources injected into still fresh water with injector passage lengtGreek Symbols

diameter ratios of 50 and 100 and other conditions as follows:

v = kinematic viscosity

source diameters of 3.2 and 6.4 mm, source/ambient density ratios , = density

of 1.070 and 1.150, source Reynolds numbers of 4000-11,0Q0,
source Froude numbers of 10—&2,/(A,d) of 50-382 for ther-
mals and streamwise flow penetration lengths up to 110 source d
diameters and 5.05 Morton length scales from the source. Themax
major conclusions of the study are as follows: p

Journal of Heat Transfer

ubscripts

delay
maximum value
maximum penetration location
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Importance of Turbulence-
Radiation Interactions in
Turbulent Diffusion Jet Flames
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g-mail: gni@fluent.com Traditional modeling of radiative transfer in reacting flows has ignored turbulence-
Fluent Incorporated, radiation interactions (TRI). Radiative fluxes, flux divergences and radiative properties
10 Cavendish Court, have been based on mean temperature and concentration fields. However, both experi-
Lebanon, NH 03766 mental and theoretical work have suggested that mean radiative quantities may differ
Michael E. Modest significantly from those predictions based on the mean parame_ters_because of their
- strongly nonlinear dependence on the temperature and concentration fields. The compo-
g-mail: mm6@psu.edu sition PDF method is able to consider many nonlinear interactions rigorously, and the
) Fello.w ASME method is used here to study turbulence-radiation interactions. This paper tries to answer
Department of Mechanical Engineering, two basic questions: (1) whether turbulence-radiation interactions are important in tur-
The Pennsylvania State University, bulent flames or not; and (2) if they are important, then what correlations need to be
University Park, PA 16802 considered in the simulation to capture them. After conducting many flame simulations, it
was observed that, on average, TRI effects account for about 1/3 of the total drop in flame
peak temperature caused by radiative heat losses. In addition, this study shows that
consideration of the temperature self correlation alone is not sufficient to capture TRI, but
that the complete absorption coefficient-Planck function correlation must be considered.
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Introduction ter how complicated they are, can be considered exft@yl1].

Such methods have been introduced to the study of turbulence-

In turbulent reacting flows the turbulent fluctuations of the ﬂovyadiation interactions by Mazumder and Modgse] and by Li
field cause fluctuations of species concentrations and temperatyp
Consequently, the radiation field, which is determined by spec'léﬁd Modest[13]. Mazumder and Modeg2] employed the

. i . I%Iocity-composition joint PDF method in their simulation of a
concentration and temperature fields, will fluctuate as well. In uff body combustor and found inclusion of the absorption
numerical simulation fluctuations in the radiation field intera oefficient-temperature correlation alone may increase radiative
with the fluctuations of the flow field, causing the so-callefleyy fiyx by 40-45%. The inclusion of velocities and time scale
turbulent-radiation interactiongTRI). It has been a great chal- i formation within the PDF, although allowing closure of more
lenge to consider these interactions in numerical simulations Bgms adds further mathematical complexities to the modeling of
cause they are strongly nonlinear in nature. the PDF equation as well as to stability problems in the numerical
_ For several decades, radiation _aqd turbulence were treateds@S,1ations. For the purpose of capturing TRI, the composition
independent phenomena, and radiative heat fluxes were compysgdk method is as rigorous as the velocity-composition joint PDF
neglecting fluctuations in the radiative intensity and in radiatiVg\ethod, but computationally more robust and more efficient. Its
propertieg1]. Some early simple numerical analyses and limitegse in the study of TRI was demonstrated by Li and Mo@l&3.
experimental data have indicated the importance of these corr employing the same method, this paper aims to check the
tions. Through a Taylor series expansion of the Planck functiogaportance of turbulence-radiation interactions, and the relative
Cox[2] estimated that the contribution from temperature fluctugmportance of the different contributions to TRI. Since the Planck
tions to radiative emission may dominate the contribution frofynction is the most nonlinear function in the radiation calcula-
the mean temperature field when the temperature fluctuation {fn, it has been hypothesized that consideration of the tempera-
tensity exceeds approximately 40%. Gore etfd] showed tyre self correlation alone can capture most of the [TR]. If this
through experiments that actual radiative fluxes may be two tim@gre the case, one could treat TRI with the traditional Reynolds
or more larger than would be expected based on the mean valyggrage approach, constructing the first few higher moments of

alone. In the late eighties, some researchérs8| performed nu- temperature. Such issues will be discussed in this paper.
merical simulations taking turbulence-radiation interactifFiRl)

into account in some simplified fashion, and their predictions wefd 3thematical Formulation
observed to match better with experimental data. In these early
studies, either correlations for the turbulent medium or the shapeTurbulence-Radiation Coupling. In the presence of radia-
of the PDF had to be assumed. As a result, turbulence-radiatiire heat transfer, the energy equation needs to include a radiative
interactions could not be rigorously considered and many clairesurce term,
that were made about TRI need to be further examined.
Probability density functiofPDF) methods have the unique Sradiation:_v'gR:J Kn(J’ |ndQ_4ﬂ-|bﬂ)d7], (1)
feature that many nonlinear interactions can be treated eX&dtly 0 4
and have been widely used in the modeling of reacting flows in

R L .
the absence of radiation, in which the chemical reactions, no mA?€reg” denotes the radiative heat flux;, is the spectral ab-
sorption coefficient of the radiating gas, which may be a function

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF of temperaturel and species concentrations of the radiating me-
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indicate spectral dependence aflddenotes solid angle. The ra- Radiation Submodel. The radiative transfer equation is a
diation intensity is governed by the radiative transfer equati@pectrally, spatially and directionally dependent integro-
(RTE): for an absorbing-emitting but nonscattering gas, thdifferential equation, and is extremely difficult to solve for gen-
instantaneous radiant energy balance on a pencil of radiatieral, multi-dimensional geometries. Several approaches are avail-
propagating in directiors and confined to a solid angké() is able to reduce this equation to a simpler form. Among them, one
given by[15], of the most popular methods is th® -approximation, in which

R the incident radiation(, is governed by a Helmholtz equation,

(8- V)l,= (1o, =15, () which is relatively easy to solve. For the vast majority of impor-
where the first term on the right-hand side represents augmerigéit engineering problenise., in the absence of extreme anisot-
tion due to emission and the second term is attenuation due'&Y in the intensity fieldl the method provides high accuracy at
absorption. very reasonable computational cost. Another challenge in gas ra-

To include radiation effects in conventional turbulence calcul&liation calculations comes from the strong spectral dependence of

tions, Egs.(1) and(2) need to be time-averaged, resulting in ~ fadiation properties. Although line-by-line calculations provide
best accuracy, such calculations are too time-consuming for any

d 3 practical combustion system. Global methods such as the
7 ®) Weighted-Sum-of-Gray-Gases ModéWSGG) are commonly
used[15,17]. Recently, the Full-SpectrukaDistribution method
(S-VXI 7]>:<K77| bﬂ)—<K1,| 77), (4) (FSK).deveIoped by Modest and Zha[ytﬁ] has been shoyvn to be
. e superior to the WSGG model, to which it reduces in its crudest
_ Due to the strongly nonlinear dependence of radiative Prop&fiplementation. The method is exact within its limitatidusay
ties on temperature and species concentrationg,T,Y)l ) does \qiis, gray scattering properties, spectral absorption coefficient
not equalr,((T),(Y))(l,) and(x,(T,Y)ly,(T)) does not equal gpeying the so-called scaling approximation, i.e., the spectral and
1<, ((T) (Y))p,((T)), making these two terms unclosed,| ;)  spafial dependence of the absorption coefficient are separable as
represents a correlatlc_)n _between th_e spectral absorption coe 11, )=k,(7)u($) where ¢ are the composition variables
cient and the spectral incident intensity, and,;,,,) represents a Tpq Pl-appr%ximation in conjunction with the FSK model will be
correlation between the spectral absorption coefficient and tf)ga4 in this study.
spectral blackbody intensity. Complete information of the statis- Ragiative properties and, consequently, the radiative intensity
tics among the composition variables is needed for their determaiange dramatically across spectral space. In the FSK method the
nation. For the convenience of later discussion, these two corfggiative quantities’ spectral dependence has been transformed to
lations are loosely defined as “spectral absorption Coeﬁ'c'ema_g-dependence, wheggs the cumulative distribution function of
spectral incident intensity correlation” and “spectral absorptiogye apsorption coefficient calculated over the whole spectrum and
coefficient—spectral blackbody intensity correlation.” weighted by the Planck function. For example, the source term in

The time averaging procedure can be applied to any solutighy, ‘energy equation due to radiative heat transfer is calculated as
technique for radiation calculation and different unclosed terms

(Sradiaton= H Lﬁ“"' Q=471

may arise for different spectral models and solution methods. N (471, —G )d

However, all of them can be categorized as belonging to two Sradiatior AL R e

groups:(a) correlations that can be calculated from scalardi-

rectly or indirectly, and(b) correlations that cannot. The set of !

scalars¢ is defined as == fo kqu(4maglpy—Gqg)dg, (6)
=Y, T)=(d1,02, ", ¢s) () whereu is the spatial dependence of the absorption coefficient as

wheres is the total number of scalar variabl@simber of species Mentioned before ana, is a weight factor introduced during the
plus one)and the last scalag, is reserved for temperatuter transformatlon_. The advantage of tr_us trqnsformatlon Ilesf in the
enthalpy). Variables in the set are often called the composition fact thatky(g) is a smooth, monotonically increasing function of
variables, since they determine the composition of the mixture 9: thus requiring only a few nu_merlcal quadrature points. Regders
The unclosed termeylbr;> belongs to grouyia), since bothc, are refe.rred tc{lS] for the. depalls about this methoq. In practical
andl,, are functions of variables in setonly. The unclosed term calculations, the integration is replaced by numerical quadrature.
(k,l,) belongs to grough), becausé , is not a local quantity, If Gaussian quadrature is used, E6) becomes
i.e., cannot be expressed in terms of the local scalar variables. M
One of the most common approximations made in the open sradiaﬁon%_E wik;u(4ma;l,—G;), 7)
literature on turbulence-radiation interactions is the optically thin =1
eddy approximation as described by Kabashnikov and MyasijnereM is the total number of quadrature points and theare
kova[16]. Kabashnikov suggested that if the mean free path f‘%fe quadrature weights. The incident radiat®nmust be deter-
radlatlon' |s_mu_ch Iarger_ than the turbulence Igngth scale, then fhed by solving theP,-equation, i.e[15],
local radiative intensity is weakly correlated with the local absorp-
tion coefficient, i.e.{«,|,)=(x,)(l,), in which(«,) is loosely _
defined as the “absorgtign coeq‘ficignt self correla7t7ion." The ratio- v (@VGQ) =kgu[Gg—4magly], (8)
nale behind this assumption is that the instantaneous local inten- . -
sity at a point is formed over a path traversing several turbule?‘lll’bJect to the boundary condition,
eddies. Therefore, the local intensity is weakly correlated to the 2(2—¢) .
local radiative properties. The validity of this assumption depends ~ 3. N VGg=kgu(4magl,—Gy), 9)
on the eddy size distribution and the radiation properties of the N
absorbing gases. In a numerical simulation of combustion chaMibieree is surface emittance andis a unit normal at a boundary
bers, Hartick et al[8] showed that, although the thin eddy assurface. The values &, u(¢) anday are obtained from a pre-
sumption may not be valid over some highly absorbing parts 6@lculated FSK data base. o
the spectrum, these spectral zones affect the total radiation exReynolds averaging of the radiative source term and the
change only slightly, thus allowing straightforward application oP1-equation leads to
the thin eddy assumption in their simulation. The thin eddy as- M
sumption is also employed in the current study. As a result, all = ki 10y — ,
correlations needed to capture TRI belong to gréaip (S)radiator 2’1 wikit4m(uajly) =Gl (10)
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1 1 The second term represents transport in scalar space due to
V'[W @V(Gj)}=k1<u>(Gj>477kj(uajlb), j=1--M, molecular mixing. Many mixing models such as th? interaction-
] (11) by-exchange-with-the-meaiEM) model and Pope’s particle-
pairing model[9] have been proposed. Appropriate mixing model
where the optically thin eddy approximation has been employeake crucial for combustion problems related to flame ignition or
As a result of turbulence-radiation interactions two termsxtinction. For flames away from those extreme conditions, nu-
kj(ual,) andkj(u), representing correlations between dependenterical results, especially low order moments of the PDF such as

variables, need to be modeled. temperature and species concentrations, are not very sensitive to
Composition PDF Methods. The philosophy of the PDF ap- mixing models. In this paper the IEM model is used, i.e.,
proach is to treat species concentration and temperature as random 137 1 ~
variables and consider the transport of their PDFs rather than their o ¥)~5Co0(Yha= da), 17)
I

finite moments. Once that PDF is known, the mean of any quan-
tity can be evaluated exactly from the PDF, as long as it iswhere w=¢/k is a turbulence “frequency” ancC, is a model
function of the species concentrations or/and temperature. For eghstant.
ample, The third term on the right-hand side of E{5) is closed by
invoking the optically thin eddy approximation. As a result, the
_ _ _ modeled transport equation for the composition mass density PDF
(U(2)3;(4)1n(8)) J WD (Wde,  (12) function is closed and contains all necessary information about all
scalars. The composition PDF transport equation is a partial dif-
(u(¢)>:f u() f(g)dy. (13) ferential equation in (4 s) dimensions. Traditional finite volume
or finite element methods are very inefficient to solve an equation
In these equationsy represents the composition space variabl@f such high dimensionality. Instead, the Monte Carlo method is
W=y, s, - bs), andf () is defined to be the probability den- 9énerally used, in which the PDF is represented by a large number
sity of the compound evenb= i (i.e., y= iy, by= by, -, b, Of cOmputational particles. Each particle evolves in time and

=4y, so that, space according to a set of stochastic equations and carries with it
s N all composition variables. The PDF is then obtained approxi-
f(¢)dy=Probabilitf y<p<y¢+dy). (14) mately as a histogram of the particles’ properties in sufficiently

Osg1all neighborhoods in physical space, and the mean quantities

In a general turbulent reacting flow, the composition PDF is als e deduced statistically by sampling the particles.

function of spacey, and time,t. The transport equation for the
composition PDFf(#,x,t), can be derived from the conservation . . .
laws of scalars, which is Chemical Reaction Mechanism

J P p Although PDF methods allow the use of detailed chemical re-

T of 14 — T[T pf1+ S ) f action mec_hamsms in prmmpl_e, computatl_onal intractability has_

at[p ] &xi[ ipf] 5%[ areactiof )] limited their application. Detailed mechanisms are necessary if
M slow reactions are present or intermediate species are of interest.
_2 4 K dJ |t In practice, reduced mechanisms are often used in the PDF calcu-

“~ W i(;_,/,s[uai bf] lations. A wide range of reduced mechanisms of chemical reac-

tions for hydrocarbon fuels is available in the literatit®] and

d , d 1437 the simplest—a single-step skeletal mechanism—is used in this
=- (7_)(i[<ui l¥)pt]+ au |\ oo ¥ pf study. It takes the form
M 5 CH,;+20,—CO,+2H,0. (18)
72 W; kja—[u<Gj>f], (15) Westbrook and Dryef20] provided an Arrhenius relationship for
=1 Vs the reaction rate of methane as
wherei and « are summation indices in physical space and com- d[CH,]
position space, respectively agl| B) is the conditional probabil- =—Aexp —E,/R,T)[CH,]?[0,]°, (19)

ity of the eventA, given that the everB occurs. dt
On the left-hand side of Eq15), the first two terms representwhere the quantities within square brackets represent molar con-
the rate of change of the PDF when following the Favre-averagedntrationsR,, is the universal gas constant, agis the activa-
mean flow. The third and fourth terms are the divergence of thi@n energy of the methang, a andb are constants in the general
flux of probability in the composition space due to chemical reagsrrhenius equation, which may be obtained from Westbrook and
tion and radiative emission. The form of this term clearly showsryer. For the methane/air flames considered here, the global
the advantage the PDF method has over moment methods: mechanism is able to predict the correct temperature level and the
matter how complicated and nonlinear these source terms aigajor species COand HO, i.e., all relevant parameters for the
they require no modeling. In contrast, the terms on the right-hargdiation calculation.
side of Eqg.(15) need to be modeled. The first term represents
transport in physical space due to turbulent convection. Since thgxme Simulations
compostion PDF does not contain any information on velocity,
this term is not closed. Generally, a gradient-diffusion model wit
information supplied for the turbulent flow field is employed,

d(pf
~(lpt =T, (16)

Flame optical thickness has an important impact on radiative
ransfer. Three jet flames with different optical thickness have
been considered, where flame optical thickness has been defined

T=kpl, (20)

where FT:CM<p>U;lk2/8 is the turbulent diffusivity, ank, €, wherexp is an average Planck mean absorption coefficient of the
c,, ando are, respectively, the turbulent kinetic energy, dissparticipating medium, i.e., the combustion products gOHand
pation rate of turbulent kinetic energy, a modeling coefficient i€0,, andL is the flame length. For turbulent jet flames, flame
the standardk—e turbulence model, and turbulent Schmidt oftength is approximately a linear function of jet diame2t ] and,
Prandtl numbers. in this study, is estimated to de=40d; . The base flame is San-
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Table 1 Computed flame peak temperature peratures for different flames are tabulated in Table 1. To facilitate
the discussion, drops in temperature as a result of considering
Flames T(T%ad T(T(BR' I}Tg' A(L')ad A(LT)R' radiation with/without TRI are also listed in the table. While the
peak temperature drops only 64 K and an additional 18 K for a
KIE% g}gi %cl)(l)é iggg —1% —%g small optical thickness flame, it drops by 145 K and 64 K, respec-
sz3 5169 1842 1725 37 117 tively, for a medium flame, and by 327 K and 117 K for a large
optical thickness flame. While peak temperature applies only to a
single point, it usually characterizes the entire temperature field.
Figure 1 shows the computed temperature contours for Flame
«xL.3. To examine the differences in more detail, temperature pro-
dia’s Flame D[22]. The basic experimental setup of this flame iflles at the axis are shown in Fig. 2. From these figures, it is seen
summarized here. The fuel jetl(=7.2 mm) with high velocity that temperature levels have fallen globally as a result of consid-
(u;=49.6 m/s) is accompanied by an annular pilot flod, ( eration of radiation and TRI.
=18.4mm, u,=11.4m/s), which is then surrounded by a slow From these comparisons, it is clear that radiation cannot just be
coflow of air (u,=0.9 m/s). The fuel is a mixture of air and meth-conveniently ignored in flame simulations, since this would lead
ane with a ratio of 3:1 by volume. A bank of measured data t® severely overpredicted flame temperatures, which is especially
available for this flame and, for this reason, has been simulatedtge for large flames, such as Flamk.3. Moreover, turbulence-
validate the cod¢23]. Satisfactory prediction of CQ H,O con- radiation interactions account for about one third of the total tem-
centrations and of temperature fields is a prerequisite if the radjzerature drop due to radiation, and thus turbulence-radiation inter-
tion field is to be reproduced accurately. Comparison of exper<tions generally cannot be neglected if radiation is going to be
mental data and computed values of these variables and sornasidered in a turbulent flame simulation.
quantities related to the radiation field was made and, generallyThe most important quantity that describes the overall radiation
speaking, good agreement between numerical results and expgsid of a flame is the net radiative heat lo£3,{) from the flame,
mental data has been obtained. In addition, it was found that thed its normalized variable, the “radiant fractionf’{y), which is

radiation field is more accurately captured if turbulence-radiatiqfefined as the ratio of the net radiative heat loss to the total heat
interactions are accounted 023], even for this optically thin released during combustion, i.e.,

flame with an optical thickness of 0.237 by HEQO). The other
two consideredartificial) flames were derived from Flame D by fo= Qnet 1)
doubling and quadrupling the jet diameter, and their flame optical 9 MeueAH eomp'

thickness is 0.474 and 0.948, respectively. For future reference Wﬁefemfue| is the mass flow rate of fuel, anH ., is the heat of
three flames will be denoted a%..1, xL..2 andxL .3, respectively. compustion. In every simulation, these quantities were calculated
_ To simulate these flames, a rectangular axisymmetric COMpUkgrd the results are shown in Table 2. As the flame’s optical thick-
tional domain of 70¢x 18d; was used, and a nonuniform gridpess is increased, the flame radiant fraction increases quickly and
system of 60x70 was found to be fine enough to give grighe flame gets colder as discussed earlier. In the current study
independent solutions in the finite volume code. The global timgytical thickness was varied by changing the size of the flame.
step used in the PDF/particle code was 2.0 ms, and 4.0 ms and 2 total potential chemical energy that a fluid particle can release
ms for flames«L.1, xL.2, andxL .3, respectively. For each simu-js fixed. Thus, as the flame gets larger, the flow residence time
lation a total of approximate 1100 iterations was required to get facomes longer, which implies that an average fluid particle will
a statistically stationary result and about 58,000 particles wegse more energy through radiation. As a result, the radiant frac-
used in the simulation, taking about 22 cpu hours on a four prfon increases as flame size increases. The radiant fraction is only
cessor Silicon Graphics 0200 machine. The conventional way 48out 5% for FlamecL.1, but as high as 18% for Flamel.3.
define residual error in finite volume methods is meaningless {thjs also explains why temperature levels drop more significantly
the hybrid FV/PDF Monte Carlo simulation because the statisticg] optically thick flames. The table also shows how the
error is generally larger than the truncation error. In the currefjirpylence-radiation interactions enhance radiative heat transfer.
study, the overall numerical error for a variabfeafter thejth  For FlamexL.1, the net radiative heat loss from that flame is
iteration is defined asrr=1/NZ{L [ ¢ — ¢! 11%/[ 4] 1%, where increased from 0.534 kW to 0.798 kW, indicating a 49% increase
N is the total number of nodal points. This error never converges a result of turbulence-radiation interactions. In contrast, total
to zero, but rather to a value representative of the statistical flugdiative heat loss increases by 32% for Flamie2 and by only
tuation of the solution when steady state is reached. This leveb% for FlamexL.3 as a result of considering turbulence-
mainly depends on the number of particles in the simulation. #adiation interactions. As the flame gets optically thicker, the ac-
temperature is used to monitor the numerical error, a value on th@l values of radiative heat loss, ignoring TRI and considering
order of 10* has been reached in the calculations. TRI, become closer and closer. This does not mean that consider-
| N fTRI | der to study turbul —radiati ing turbulence-rad_iat_ion interacti_ons_is less important for optically
mportance o . In order 1o study turbulence-radialion oy flames. Radiation calculation is strongly dependent on the

interactions, three different scenarios were considered for eagf) . temperature level and the temperature level has greatly de-

flame. In the first scenario, radiation is completely ignored in OFreased as a result of TRI. Thus comparison of the radiative loss
der to study the importance of radiation in flame simulations i u&intities alone would be misleéding

general. In the second and third scenarios, radiation is consider
but turbulence-radiation interactions are ignored and consideredlmportance of Different Correlations. The role of
respectively. The importance of turbulence-radiation interactiomsrbulence-radiation interactions on radiative heat transfer can be
can be assessed by comparing numerical results from these tvetter understood by isolating their effects on the radiation calcu-
scenarios. By ignoring turbulence-radiation interactions, it is imations alone. This can be done by freezing the particle field
plied that the two unclosed ternds)) and(ualy,) are evaluated cluding particles’ locations, particles’ species concentrations and
based on the cell means; when considering TRI, these two tertheir temperaturgsat a point in time, and then calculating radia-
are treated exactly. tion fields by ignoring and by considering turbulence-radiation
When comparing numerical results of these three scenarios theeractions, respectively. Since the same particle field is used,
most obvious difference is that the flame gets colder and coldergiferences in the results of two different simulations are caused
radiation without TRI and radiation with TRI are considered. Thientirely by turbulence-radiation interactions. From earlier discus-
is universally true for every flame although the trend is morsion, it is clear that several terms in the time-averaged governing
obvious for flames with large optical thickness. Flame peak tersguations are not closed as a result of turbulence-radiation inter-
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Fig. 1 Temperature structure for Flames  «L.3

actions. The frozen study can also help to differentiate which cdrave been investigated, namely: TRI-N, TRI-1, TRI-2, TRI-3,
relations making up the full TRI are the most important. TRI-4, TRI-5, and TRI-F as summarized in Table 3, where quan-
From a mathematical point of view, the importance ofities evaluated simply from the mean composition variables are
turbulence-radiation interactions reflects the importance of corrdenoted with an overbar. In TRI-N turbulence-radiation interac-
lations of (u) and(ua;lp,) in the calculations. To illuminate dif- tions are ignored altogether; in TRI-1 only the absorption coeffi-
ferent facets of turbulence-radiation interactions, seven scenaridsnt self-correlation in the absorption term is considered, with

2400
: v KL, 1, 1O rad
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L — —— - KL.1,withTRI
2000 - el K12, 010 rad
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Fig. 2 Centerline temperature profiles for series of kL-Flames
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Table 2 Summary of radiation calculation results

Without TRI With TRI
Qem  Quet  frad Qem  Quat  fag  (F2—fY/ft
Flame (kW (kW) (%) (kW (kW) (%) (%)
klL.1 0.624 0534 3.05 0.928 0.798 4.56
kL.2 4.12 2.98 8.51 5.33 3.92 11.2 32
kL.3 21.68 12.12 17.3 20.94 12.68 18.1

TRI-5, the effects of absorption coefficient-Planck function corre-
lation on emission are also includédut not on absorption fi-
nally, in TRI-F all TRI terms are considered.

The frozen study was performed for every scenario, using par-
ticle fields of the fully converged solution for the TRI cases. Table
4 summarizes the results of radiation calculations, including cal-
culated total radiative emission, net radiative heat loss and radiant
fraction for each scenario. Comparing results of the cases without
TRI and the cases with TRI, the radiant fraction for every flame is
increased as a result of considering turbulence-radiation interac-
tions. For example, the radiant fraction is increased by 66%, from
10.9% to 18.1% in FlameL.3. This is in contrast to the results of

others evaluated at mean property values; in TRI-2 the absorptitt¢ coupled flow-radiation calculatiori$able 2), in which these
coefficient self-correlation is considered both in absorption arf#lantities are almost identical. Contours of radiative heat loss for
emission, with the weighted Planck function evaluated at me#s flame are shown in Fig. 3. In most regions, the local radiative
property values; in TRI-3 and in TRI-4 the Planck function anl€at loss is increased as a result of turbulence-radiation interac-
the weighted Planck function are considered exactly, respectivéigns, mainly because the absorption coefficient and the Planck

(sometimes referred to as “temperature self-correlatipahd in

Table 3 Approximations of two TRI terms for different

function are positively correlated. The enhancement of radiative
heat loss directly depends on the fluctuations of temperature and
species concentration fields. These fluctuations are very large at
the flame front, and the increase of radiative heat loss is more

scenarios prominent there, which can be observed more clearly from their
Different Scenarios ) k(ualy) prof!les at one cross-section and at the centerline as shown
in Fig. 4.
IE:'T kku kual}, Effects of (u). The absorption coefficient self correlation,
i (W kual, ki(u), appears in the absorption term of Eg0), i.e.,S w;k{u)
¥E:'§ kliﬁ ::ﬂlel"b X(G;). Comparing the TRI-N case and the TRI-1 case, the only
i u ualy) difference is that the absorption coefficient self-correlation is con-
TRI-4 ku ku(aly) . ! .
TRI-5 Ku k(ualy) sidered in the absorption term for the TRI-1 case. The computa-
TRI-E k(u) k{ualy) tional results in Table 4 show that flame absorption is increased as
a result of considering this correlation. This is true for every
Table 4 Comparison of radiation calculation results for series of KL -flames
Flame TRI-N TRI-1 TRI-2 TRI-3 TRI-4 TRI-5 TRI-F
Qem(kW) 0.597 0.597 0.657 0.812 0.641 0.928 0.928
kL.1 Qnet (kW) 0.516 0.507 0.558 0.706 0.555 0.820 0.798
F (%) 2.94 2.90 3.19 4.03 3.17 4.68 4.56
Qem (kW) 3.42 3.42 3.73 4.59 3.69 5.33 5.33
xL.2 Qnet (kW) 2,51 2.45 2.68 3.42 2.73 4.02 3.92
F (%) 7.14 6.98 7.64 9.74 7.78 115 11.2
Qem (kW) 12.7 12.7 13.8 17.5 14.2 20.9 20.9
xL.3 Qpet (kW) 7.63 7.44 8.03 10.6 8.63 13.1 12.7
f (%) 10.9 10.6 115 15.1 12.3 18.7 18.1
Without considering TRI
(W/m’)
1.0E+06
9.0E+05
—. A
= 7.0E+05
6.0E+05
5.0E+05
0 Considering TRI 4.0E+05
3.0E+05
8 2.0E+05
6 1.0E+05
= 0.0E+00
T4
——
0O 10 20 30 40 50 60 70
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Fig. 3 Contours of radiative heat loss from Flame kL.3
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Fig. 4 Profiles of radiative heat loss at one cross-section and at the centerline for Flame
klL.3

flame. But the magnitude of change is quite small, e.g., 10% féunction self correlation are not important, the positive correlation
FlamexL.1, 7% for FlamexL.2 and 4% for FlameL.3, indicat- between them makes the absorption coefficient-Planck function
ing that the exact consideration of this correlation is not vergorrelation very important.

important. This is expected, since the absorption coefficient is

linearly dependent on species concentrations and almost lineddgnclusions

dependent on temperature, so tfa} is close tou. This also The compositi it

A position PDF method was used to study radiating re-

explains why TRI-1 and TRI-2, and TRI-5 and TRI-F, respecsciive turbulent flows. The method is able to treat turbulence-

tively, lead to similar results. radiation interactions in a rigorous way: many unclosed terms due
Effects of (uajl,). The absorption coefficient-Planck func-to TRI in the conventional moment method can be calculated

tion correlation{ua;! ), appears in the emission term of Eg0), exactly. Effects of' turbulenc.e-radiatio.n interactions were investi-
i.e., S4mwiki(ualp). In the TRI-5 case, only this correlation isgated by comparing two different simulations of several two-
considered in the calculations. Comparing the numerical results@inensional jet flames: one ignores turbulence-radiation interac-
this case with those of the TRI-N case, flame emission, absorpti@ns and the other considers them. The simulations show that, by
and total net heat loss all have increased dramatically, e.g., rad@0ring TRI, radiation heat losses are always severely underpre-
tive heat loss has increased by 59% in Flaghel, 60% in Flame dicted and, consequently, temperature levels are generally sub-
xL.2 and 72% in FlamexL.3, indicating the importance of this Stantially overpredicted. This conclusion may be generalized to
correlation. arbitrary flames, since temperature and concentration of &1

The Planck function is the most nonlinear function in the ad420 are always positively correlated, thus always causing an in-
sorption coefficient-Planck function correlation. It has been su§tease in radiative heat loss. In addition, through freezing species
gested that consideration of the Planck function self-correlatiG@ncentrations and temperature fields, the importance of different
the essence of turbulence-radiation interactions. If this were trig&ow that, in order to determine turbulence-radiation interactions,
only temperature fluctuations would be required to captuf@nsideration of the temperature-self correlation alone is not suf-
turbulence-radiation interactions, since the Planck function décient (although non-linearity of the Planck function with tem-
pends only on temperature; fluctuations of species concentratiffggature is the severest among other funcliotise absorption
would have no impact, which would greatly simplify the ana|y3i§oef'f|c|ent-PIanck function correlation must also be considered.
of turbulence-radiation interactions. TRI-3 and TRI-4 cases were
designed specifically to answer this question. Comparing the i&eknowledgments
sults of TRI-N and TRI-3, the total radiative heat loss is increased h h teful to the National Sci Foundation f
about 37%, 36%, and 39%, respectively, for each case as a re ui[ e aut ors are gratejul to the National Science Founaation for
of considering the Planck function. For nongray gases, t gndlng of this research under grant number CTS-9732223.
weighted Planck function should be used in calculation of t
temperature self correlation. Comparing results of TRI-3 wit
those of TRI-4, it is interesting to see that the consideration of a = weight factor in FSK model
(alp) considerably diminishes the total radiative heat loss. This C, = model constant
indicates that turbulence-radiation effects may have less important C, = constant in turbulence modeling
impact in strongly nongray media than in gray media. Even fora d; = jet diameter, m
gray case, the Planck function self-correlation accounts for about f = probability density function
60% of total TRI; therefore, considering only this correlation f,,q = radiant fraction
would be insufficient. It is also interesting to note that, although G = incident radiation=[,,l,d{}, w/m?
the absorption coefficient self-correlation and the weighted Plandi ., = heat of combustion, J/kg

omenclature
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radiative intensity, W/rfsr
Planck function, W/rfsr

J¥ = molecular diffusive flux ofa-th composition variable
k = specltral dependence part of absorption coefficient,
cm
k = turbulent kinetic energy, &
L = flame length, m
Mye = Mmass flow rate of the fuel, kg/s
g% = radiative heat flux, W/rh
Qem = radiative emission, W
Qnet = net radiative heat loss, W
s = directional vector
Siadiation = Source due to radiation, W/n
T = temperature, K
u = spatial dependence part of absorption coefficient
u. = coflow air velocity, m/s
uj = jet velocity, m/s
u, = pilot flow velocity, m/s
w = numerical quadrature weight
X; = space variable iith direction
Y = species concentration vector, kg/m
Greek
x = absorption coefficient, cit
kp = Planck mean absorption coefficient, th
p = mixture density, kg/m
Q) = solid angle, sr
7 = wave number, cm!
¢ = composition variables
¢ = sample space of the composition variables
e = surface emittance
e = turbulent dissipation rate, s>
I't = turbulent diffusivity, n¥/s
w = turbulent mixing frequency, Hz
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Calculation of Direct Exchange
Areas for Nonuniform Zones
Using a Reduced Integration
Scheme

Weixue Tian In the zonal method, considerable computational resources are needed to calculate the
Wilson K. S. Chiu d@rect e_xchange_ areas (DE_A) among the isot_herma_l zones due to integrals with up to _six
dimensions, while strong singularities occur in the integrands when two zones are adja-
cent or overlaping (self-irradiation). A special transformation of variables to reduce a
double integral into several single integrals is discussed in this paper. This technique was
originally presented by Erkku (1959) for calculation of DEA using a uniform zone system
in a cylindrical enclosure. However, nonuniform zones are needed for applications with
large thermal gradients. Thus we extended this technique to calculate the DEA for non-
uniform zones in an axisymmetrical cylinder system. A six-fold reduction in computational
time was observed in calculating DEA compared with cases without a variable transfor-
mation. It is shown that accuracy and efficiency of estimation of radiation heat flux is
improved when using a nonuniform zone system. Reasonable accuracy of all DEA are
calculated without resorting to the conservative equations. Results compared well with
analytical solutions and numerical results of previous researchers. This technique can be
readily extended to rectangular enclosures with similar reduction in computation time
expected. [DOI: 10.1115/1.1599368

e-mail: wchiu@engr.uconn.edu
Department of Mechanical Engineering,

University of Connecticut,
Storrs, CT 06269-3139

Keywords: Heat Transfer, Laser, Numerical Methods, Participating Media, Radiation

1 Introduction ?sjzg 4)
The zonal method, originally developed by Hottel and Cohen —_
[1], is a powerful and rigorous approach for estimating radiative 9iSj=5;9i ®)

heat transfer in semitransparent media. In this method, the domgjy
of interest, usually an enclosure, is divided into a finite number of L
isothermal surface areas or volume zones. The radiative heat 0i9;=9;0i (6)
transfer rate is determined by the emissive power and mutual di- . . . . .
rect exchange aread®EA) of each zone in the enclosure. TheAccordlng to conservation of energy, two additional relationships
DEA represent the geometrical and optical relationship of evefjond the DEA should be satisfied
zone with each other. A detailed description of the zonal method N M
can be found if2] and[3]. A brief description is given here for 2 £+2 @:A. )
clarity of discussion. i=1 T E ' !

Three different types, or more specifically, surface-surface
volume-surface, volume-volume, DEA exist for an enclosure (ﬁ‘hd

semitransparent medium. They can be expressed as the following N M
integrals, 21 sjgi+k21 9kgi =48V, (8)
= =
. €osf; cosb; Evaluation of th is the basis of th | method lter-
- —8S dA dA 1 valuation of the DEA is the basis of the zonal method. An alter
SiSi fAi fAj e - A9 2 el @ native definition of the DEA has been given [i4], where the

surface-volume and volume-volume DEA is written in terms of
o B cosb; volume zone boundary. As shown in Ed4), (2), and(3), it
gisj:J J exp(— BS) 5 JdAjdVi (2) involves the calculation of four, five, and six-dimensional inte-
Vi J A

7S grals. The integrands have strong singularities when two zones are
adjacent, or overlap each oth&elf-irradiation). High accuracy
and numerical approximation of these multiple integrals is difficult to
achieve[5]. Considerable efforts are devoted to simplify calcula-
— B tion of DEA. For example, Siddall6] developed a scheme to
gi9;= vy exp(— BS) gdvjdvi () simplify the multiple integrals, by which the surface-volume and
! J

volume-volume DEA were reduced to a large number of single
Reciprocity holds for DEA, which indicates the followingintégrals. The DEA of a rectangular enclosure were numerically
equations: integrated, correlated and graphed by Tudkér Erkku[8] stud-

ied the DEA of a cylindrical enclosure filled with semitransparent
Contributed by the Heat Transfer Division for publication in th®URNAL OF media. He developed techniques especially for zones with con-

HEAT TRANSFER Manuscript received by the Heat Transfer Division January cStant radi_al and axia}I diStan_CeS in a cylindrical _SyStem to re_duce
2003; revision received May 16, 2003. Associate Editor: S. T. Thynell. the severity of the singularities as well as the dimension of inte-
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grals. In his study, the volume to volume DEA are inferred fron y
Eqg. (8), because of limited computational resources. Tabulat
results of his study can be found in Hottel and Sardigh One
may use available tables and grajpBs7,8]to evaluate the DEA a
of the zonal system. But this approach may cause problems. Eq
tions (7) and(8) are difficult to satisfy due to the accumulation of
errors inherent in interpolation of table values or graph lodiedp
The table or graph also has a limited range of published values
more serious problem is that the zone geometry is limited to sp
cific zones, i.e., cubic or uni-dimensional zones. Sika] recog-
nized the difficulty of the multiple integrals and used a differen
geometrical approach to calculate DEA in a cylindrical systen
Sika expressed the DEA as summation of single or double int
grals. But his derivation is complex and complicated to imple
ment. An alternative approach to calculate DEA is the Monte
Carlo scheme, as done by Murfil]. However, Monte Carlo
schemes are notoriously computationally intensive. Our goal is to
further develop the necessary computational simplifications for
the zonal method.
colnnstrae:tl gi?ésic}al gr;gg;n;’stg&g%%ezymgiﬁféf?ﬁ ?;Sirg_ha}(ﬁe qrdgr of integration can be changed to obtain the following
tions like laser heating, a high heat flux induced by a laser m&fuation:
cause a large temperature gradient in the heated rég&inThus, ara b
zones must be small enough so that the isothermal zone assump- |:f J' f(z_a)ddeJraf f(z—a)dz
tion is still a good approximation for estimating of radiative heat 0Jaz a
flux. However, in regions without laser heating, the temperature
variation is expected to be much smaller, allowing larger zones. N ft”afb*a*zf(z_ a)dydz

b 0

0 a b a+b
y=a-z y=a+b-z

Fig. 1 z—y plane of the integral

Due to the iterative nature of modeling conjugated heat transfer, (12)

significant computational time can be saved by reducing the num-

ber of zones, which requires the inversion of a smaller ma#x  gjpcef is a function ofz, the integration of can be carried out

Thus, nonuniform zones are necessary for these cases. directly

In this paper, we extend Erkki8] technique for nonuniform '

zones. We reduce one integral dimension and the severity of sin- -,

gularities for most DEA. Case studies are performed and com= zf(z_a)dz+af

pared with analytical solutions as well as numerical solutions ob- Jo a

tained by other researchers. It is shown that all DEA, including (23)

self irradiation, can be calculated directly using our technique

without resorting to the conservative equations. Very good agréé-is critical to note that when the integrand is not “smooth,”

ment with data provided by previous researchers are achievedrequiring a large number of quadrature points to deterrhinen-

demonstration case shows that using non-uniform zones may yislderable computation time can be saved using(E8g). For ex-

higher accuracy over uniform zones with the same number @mple, ifM points in each dimension are neededIfdhen Eq.(9)

zones. needsM? points totally to evaluate while E¢13) only needs 3/
points. Thus roughly a factor &l 2/3M = M/3 computational time
can be saved.

b b+a
f(z—a)dz+j (b+a—2z)f(z—a)dz
b

2 Formulation of Direct Exchange Areas
o ) ) ) 2.2 Application to Direct Exchange Areas. Equation(13)

2.1 A Preliminary Scenario. A special technique to trans- provides two desirable features of multiple integrals: reduction of
form a double integral into two single integrals was developed he order of integration and severity of singularities. We will use
Erkku [8]. We extend this transformation to nonuniform grids ushe above technique to illustrate a calculation of DEA. Volume to
ing an ad(_jitional argument. Assume we have a double integral\@ilume DEA are shown in this study as an example to demon-
the following: strate the application of the technique. Although the above tech-

a b nique can be easily extended to three-dimensional rectangular en-
I=J f f(x—y)dxdy (9) closures, its usage in cylindrical enclosure is demonstrated in this
0J0 paper.

Using Eq.(3) for a cylindrical system as shown in Fig. 2, the

wherea and b are constants, and we assume thata>0, f is
DEA between zone¥; andV; are expressed as

some arbitrary function ofk—y.
Letx—y=z—a, then Eq.9) is transformed into the following:

. rigtAr (zi+Az (27 (rjp+Ar 2z +Az (27
e o A A
I=ff f(z—a)dzdy (10) fia 71 o Jrj, 7 0
0

a-y
-BSp2
On a z-y plane as shown in Fig. 1, the limit of integration can be X%dd)jdzjdrjdqsidzidri (14)
seen as the shaded areas. Apparently, the integration can be car- S
ried out in three regions. Thus we have,
ara a b whereSis the distance between the zones,
sz f f(z—a)dzdy+f f f(z—a)dzdy
0 Ja-y 0Ja S=\r{+ri=2rir;cod¢i— ;) +(z—7z)? (15)
a (at+tb-y
+ J f f(z—a)dzdy (11) Since the enclosure is axisymmetric, Ety¥) can be simplified as
oJb the following:
840 / Vol. 125, OCTOBER 2003 Transactions of the ASME
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At 41

4

Fig. 2 Schematic of volume-volume zones

rigHAr 2+ Az (rjgTAr 2314z (o
gigj:4 rir
fi1 Zjy rj1 Zj; 0

o= BSg2
X

dedzdr;dzdr, (16)

where = ¢;— ¢; . To facilitate the application of Eq13), Eq.
(16) can also be written as the following:

rigtAr (g +Arg (Azp (AZ
gi9;=4 rif
riq 0 Jrjy 0 0

e*BSBZ
dezldzzdrjqudri a7)
and
S=\ri+ri=2rr cosp+(zn—z1+2-2,)>  (18)
wherez =z, +2; andz; =z, +2,. After assumingAz;=Az and
settingz,—z,=z— Az, we apply Eq.(13) to get

i1HAT jLtAry [Az e ﬁs 2
glgJ f f f j zrirj———dzdrdedr;
i1 TAr jitAr;
+4j f f f (AZ)rir;
Az

*ﬁSﬁZ
X———dzdrde¢dr;

i1 HAr; jit ATy [(Azj+Az
+4f f f f (Azj+Azi—2z)rir; 9

—BSp2

X dzdrdedr; (29)

and

S=\ri+rZ-2rir;cosp+(zi—z1+2—-Az)?  (20)

Journal of Heat Transfer

Thus, we have the reduced form for calculating DEA between
zoneV; andV;. It is straightforward then to derive the ring-ring
DEA and volume-ring DEA in the axisymmetrial cylinder, which
are given as the following equations:

— 7 (A% R*e PS(1-cos¢)?
5i31:4f f z ( ¢) dzdg
0 0

st
™[4z R #S(1—cos¢)?
+4 (Azi) dZd¢
0 JAz 84
Az+Az R*e™#S(1—cos¢)?
+4J J (Azj+Az—2) dzd¢
st
(21)
and
S=\2R?*—2R%cos¢+(zi1—2zj;+2—Az)? (22)

_ 7 (rigtAr Az R—r: cos e’BS
50— 4 s zRﬁ( j 05 dedqd¢
0 Jr 0 s

m (1A Az
+4f f f (AZ)Rr;
0 Jrjy Az

(R— r cos¢>)e‘ﬁs,8

dzdrde

jLtAr j+AZ
+4J f J (Azj+Az—2)Rr,
Az

y (R—r;cosp)e #5p
S?

dzdrd¢ (23)

and

S= \/R2+r]2_2RrJ COS¢>+(Zi1—Zjl+Z—AZi)2 (24)

The technique developed is, however, not applicable to DEA with
the top and bottom disk surfaces because the integrands for these
DEA can not be written in terms & —z; as in Eq.(15). Never-
theless, the reducable volume-volume DEA have the highest inte-
gration order and are much greater in number than surface-volume
and surface-surface DEA. Since the volume-volumed DEA are
most time consuming to compute, significant time savings in over-
all DEA calculation is observed after implementing the reduced
scheme.

Following the same procedure, reduced forms of DEA of a
three-dimensional rectangular enclosure can be derived. For ex-
ample, the volume to volume DEA between two zones in rectan-
gular enclosure can be reduced from a six dimensional integral to
27 three dimensional integrals. A rough estimation shows that
computational time can be saved with a facto#/27.

2.3 Numerical Procedure. Analytical solutions are not
available for calculating DEA in a cylindrical enclosure except in
cases for surface to surface DEA with zero absorption coefficient.
In this case, DEA between surfaces are equivalant to view factors:
?S,J:AiFij:A,—Fji. Thus, the integrals need to be carried out
numerically. Gaussian quadrature is used for such multiple dimen-
sional integrals because its capability of achieving a high order of
accuracy with a small number of poinfs]. The integrals are
carried out in such a way that each dimension of integration is
calculated using an adaptive 10-point Gaussian quadrature. Then
that dimension is subdivided to two regions, and re-calculated
using a 10-point Gaussian quadrature. If the results from those
two calculations have a percentage difference of less thar, 10
then integration in that dimension stops. Otherwise, that dimen-
sion is subdivided into three regions and repeated steps until the

OCTOBER 2003, Vol. 125 / 841
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10° r T T . . shows the normalized volume-volume DEA defined as
3 — outczone by B 9:9;/(8B)?B?, while the horizontal axis is the axial distance be-

- - mid—zone by Erkku tween two zones. The three curves from top to bottom show a
Q ° gi’::‘;;—tzggggig:ku comparison of the DEA results with data by Erkku for volume
~ N zones next to the centerlifeenter-zone), at the mid-point of the
1 radial direction(mid-zone), and next to the surfa¢eut-zone),
respectively. Figure 4 shows the percentage difference of the cor-
responding data. It can be seen that these two sets of results agree
very well with a maximum difference of 3.1%, which is reason-
able taking account into the dimensions of integration. Thus, the
1 current scheme is validated. From the calculated data in the cur-
rent study, normalized DEA can be presented graphically or using
a correlation with optical thicknesgB, as by Erkku[8] and
Tucker[7]. However, we did not pursue this because of two rea-
sons: the uni-dimensional zone may not be an optimized approach
for estimating radiation heat flux; the integration of DEA using

-
o
~r

Normalized Direct Exchange Area
Is)

0 z(SB) 2 this current technique is affordable with current computational
power.
Fig. 3 Comparison of volume-volume DEA with Erkku  [8]. The It should be noted that although the current calculation has the
curves, from top to bottom, represent DEA of zones at the cen- same origin as that of Erkki8], the procedures to calculate the
terline, midpoint, and surface of the cylinder, respectively. DEA are significantly different. Erkku took advantage of the uni-

dimensions of a zoneAr =Az) and simplified the expression of

surface-surface and volume-surface DEA using an involved math-
percentage difference of last two integration reaches®1@ ematical technique, which reduced the computational demands of
similar scheme is used to calculate the obstructed view factorsdalculation. But it can only be used for uni-dimensional zones,
[13], where a detailed description is given. To verify the validawith significant limitations when applied to other configurations.
tion of the current scheme, the surface-surface DEA with nonalBrkku’s volume-volume DEA are derived frort8) because of
sorbing media in a cylindrical enclosure was compared with ankmited computational capacity. The current calculation uses Eq.
lytical solutions for various geometry sets provided by Siegel and9) to directly calculate the volume-volume DEA, thereby, the

Howell [14]. AImost an exact agreement was observed. conservation equation can be used to check the accuracy of the
calculated DEA.
3 Results and Discussion An alternative and more general validation for the accuracy of

calculated DEA is to use conservative Eq%) and (8). After

3.1 Validation of Reduced Integration Order Scheme. normalized withA; and 48V, respectively, the right side of the
The scheme developed in this study will be checked for its vali¢quations becomes unity. This is indeed the case wher@Bor
ity by comparison with data of Erkki8]. Erkku studied the DEA =0.5, the sum of normalized DEA to volume zone is within 2%
of a cylindrical system with up a$12 8B, whereB is the size of unity and to surface zone is within 0.5% of unity. Similar
the volume zoneAr=Az=B, andBB can be seen as the opticalaccuracy was observed wifBB up to 1.25. This again demon-
thickness of the volume zone. The system has 5 volume zonesstrates the validity of the current approach.
the radial direction and 12 volume zones in the axial direction. The computational time needed to integrate ELp) is ob-
Totally, the system has 60 volume zones and 22 surface asmaved to be at least a factor of six more than that of equations
zones. The DEA are then normalized and tabulatg@]jrand[8] derived in this study. This is because the integral is reduced by
for various optical thickness. Among all the volume-volume DEAgne dimension, thus fewer quadrature points are needed for the
180 values are found to be distinct. The comparison with oimtegration. The severity of singularities in the integrand may also
calculations showed less than 5% differencef@& up to 1.25. A be reduced because of a reduction of the integral dimension.
typical comparison of results for volume-volume DEA are shown

in Fig. 3 and Fig. 4 with8B=0.5. The vertical axis of Fig. 3 3.2 Nonuniform Zones. This part of the study focuses on

using nonuniform zones to accurately estimate radiation heat flux
in problems with large temperature gradients. The geometry con-
sidered is an infinitely long cylindrical enclosure filled with semi-

03 transparent media. Temperature variation exists only in the radial
ol g _ L direction. The boundary is assumed to be black with constant
R " D temperatureT,. Azad and Modes{15] provided an analytical
05 solution for the radiative heat flux in this cylindrical enclosure.

The heat flux at any arbitrary radial direction can be readily ex-
pressed as a function of temperature distribution and optical thick-
ness[2,15]. For an infinitely long cylinder, the heat flux at the

R
3
o
t- . . .
%_1 5 : %Lfd_zz%ﬁ ] radial boundary zone can be expressed as following equation us-
g —e— center-zone ing the zonal method:
g 2 1 1/ — A
& Usi= A Z Sisjebsj+2 OkSi€ogk— AiCpsi
-25 i\j=1 k=1
1 M M
-3 | N —
A ( kEl kaiebgk*kz1 gksiebsi> (25)
i\ & =
-35 . L , . .
0 2 4 . B) 8 10 2. The infinitely long cylinder is approximated by a cylinder enclo-
sure with axial optical thickness of 10, so that the surfaces of the
Fig. 4 Percentage of difference of current results and the data top and bottom disks have a minimal effect on heat flux at the
by Erkku [8] central axial surface zone, which is approximated as the surface
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adjacent zones has a ratio of 0.7 and decreases in the radial direc-

A tion so that the region with the large temperature gradient has a
091 greater number of zones.
osh If the medium in the cylinder enclosure is isothermal, the sur-
5 face heat flux predicted by the uniform zone system agrees
%07 very well with Azad and Modest’s analytical solution. This agree-
2 ment extends over a range optical thickness with less than 2% of
2 o6} error observed. For the nonisothermal case with a small optical
E thickness, both the uniform and nonuniform zones show good
§ 0.5 agreement with the analytical solution. This is because the absorp-
2 tion of the semitransparent medium is small with small optical
-go.4- thickness, thus its effect on boundary surface heat flux is small.
< oah o= analytical solution | However, as the radial optical thickness of the enclosure increases
—— results predicted by uniform;' to 5, the uniform zone solution has a maximum error of around
o2} ] 20% while non-uniform zone’s error is around 5%. This is be-
cause as the optical thickness of the enclosure increases, the tem-
015 : . . . . perature variation of zones near the boundary becomes larger over

a large optical thicknessBAr), thus the isothermal approxima-

optical thickness . X . .
tion for each zone becomes less appropriate. The nonuniform grid

Fig. 5 Comparison of nondimensionalized surface heat flux of has a larger number of zones at the boundary to accomodate re-
an isothermal cylinder using uniform zones with analytical so- gions with larger temperature gradients, thus resulting in an im-
lution [2] proved accuracy. Thus, reasonable accuracy of predicting the ra-

diative heat flux can be achieved using a small number of zones
by choosing smaller zones in regions with a large temperature

heat flux in the analytical solution. Two temperature distributior@adient.
in the semitransparent medium described by the following equa-
tions are studied.
4 Conclusion

T(r)=Te (26) . . . _
A variable transformation to reduce the integration order for
and DEA calculations was discussed. With this technique, the DEA
T()-T, [#(r)\® were qalculated_ by diregt integration vyithout resorting to the con-
—:( ) (27) servative equations. This transformation can reduce the integrals
Ts—Te TR | needed for calculating DEA by one order as well as the severity of

where 7y is the optical thickness of the enclosure defined by thngularities. A factor of six in saving computational effort was
radius and subscrigt indicates centerline. For the first temperaobserved in this study when compared with direct integration of
ture distribution, the semitransparent medium in the enclosure@&A. Thus considerable saving of computational time can be
isothermal. The second distribution has large temperature gradigabieved using the reduced integration scheme. DEA calculations
near the surface, while temperature variation around centerlinea@ee well with published data.
small. In certain applications, such as laser heating, where a large
Figures 5 and 6 show the normalized surface heat flux for ti@gmperature gradient may exist in a part of the computational
two different temperature distributions. The heat flux is normaflomain, nonuniform zone size is desirable in terms of efficiency
ized byqsi/o(T4—T2). A 6x11 zone system is used in the curand accuracy. Nonuniform zone also requires fewer zones to
rent study. The heat flux to the surface zone at half length in axf@hieve high accuracy. It is demonstrated that with smaller zones
direction is then compared with the analytical heat flux of afit r€gions where temperature gradients are large, a significantly

infinitely long cylinder. For the nonuniform zone, the of two improvement in model -accuracy and .robustnesslwas observed.
Additionally, the technique can readily be applied to three-

dimensional rectangular enclosure with non-uniform zones, simi-

lar saving in computation time is expected.
0.6
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Nomenclature

A = surface area, fn

nondimensional heat flux
o
w
o

028 — analytical solution T e, = black emissive power, W/t
-©- non-uniform zone _>b . ’ . . 2
o2} —F unitorm zone ] 0ig; = direct exchange area between volume zdnasdj, m
gis; = direct exchange area between volume zbaed sur-
015 face zong, m?
01 A . . . . . . A . s;s; = direct exchange area between surface zoreeslj, m?
0.5 1 15 2 25 3 3.5 4 45 5 . = v
optical thickness Fij = view factor between two surfaces _
M = number of volume zones; number of quadrature points
Fig. 6 Comparison of nondimensionalized surface heat flux of N = number of surface zones
a nonisothermal cylindrical enclosure by uniform and non- S = distance between two zones, m
uniform zones with analytical solution [2] V = volume, m
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Geometric Optimization of
« 1.0an | Radiant Enclosures Containing
e - gnacular Surfaces

D. P. Morton

J. R. Howell This paper presents an optimization methodology for designing radiant enclosures con-
B taining specularly-reflecting surfaces. The optimization process works by making intelli-
gent perturbations to the enclosure geometry at each design iteration using specialized

Department of Mechanical Engineering, numerical algorithms. This procedure requires far less time than the forward “trial-and-
The University of Texas at Austin, error” design methodology, and the final solution is near optimal. The radiant enclosure
1 University Station, G2200, is analyzed using a Monte Carlo technique based on exchange factors, and the design is
Austin, TX 78712-0292 optimized using the Kiefer-Wolfowitz method. The optimization design methodology is

demonstrated by solving two industrially-relevant design problems involving two-
dimensional enclosures that contain specular surfacg30l: 10.1115/1.1599369

Keywords: Geometry, Heat Transfer, Monte Carlo, Radiation

Introduction and is often applied to design concentrators that have the highest-

The desian of radiant enclosure aeometry is a challenging prdi2SSible radiant heat flux concentration ratios between entrance
9 9 y ging p 81nd exit apertures. Gen [2] also presented a semi-analytical

lem often encountered in the field of thermal engineering. Encl vethod for designing collector geometries. In this method, the

sure geometry is an important consideration in almost every dée:?timal collector shape is found by deriving an analytical expres-

on for the intercept factddefined as the fraction of the reflected
adiation that reaches the receiyewhich is then maximized by
aking the derivatives with respect to two geometric parameters
qud setting these equal to zero. While these techniques are very
%owerful design tools, they can only be used to treat a narrow

that contain specularly-reflecting surfaces. Common examples
clude solar concentrating collectors and light boxes for illumin
tion applications.

Traditionally, the enclosure geometry is designed using a f
ward “trial-and-error” methodology. First, the designer poses
candidate enclosure geometry and then evaluates it by perform
an analysis. If this enclosure design does not satisfy the probl
requirements, the designer modifies the design according to hid
her experience and intuition and repeats the analysis. This proc@
continues until a satisfactory solution to the design problem is
identified. Usually, this requires many iterations, and consequen
a substantial amount of design time. Furthermore, while the fi
solution may be satisfactory, it is rarely optimal.

Recently, optimization techniques have been adapted to des
radiant enclosures. The procedure is as follows: first, an objecti
(or “cost”) function,F(®), is defined so that the minimum of the

ss of enclosure geometry and do not account for surfaces prop-

es that have both diffuse and specular components. Moreover,
Q)(; designer must possess specialized mathematical knowledge in
tder to carry out these analyses.
Numerical simulation has been extensively used to design radi-
t enclosures containing specular surfaces. Most simulations are
sed on a Monte Carlo ray-tracing method, which can treat very
complex problems and is also very straightforward to implement.

n et al[3] used a Monte Carlo technique to analyze a cylin-

cal solar collector, and drew general conclusions about the col-

lector configuration based on a series of univariate parametric

objective function corresponds to the ideal design outcome. TRkdies. Mushaweck et gl4] calculated optical reflector shapes

objective function depends on a set of design parameters cé- non-tracking parabolic trough collectors. The reflector shape
tained in the vectord that control the enclosure configuration V@S Set equal to the idealized edge-ray solution, which in turn is a

Specialized numerical algorithms are then employed to minimiggnction of the upper and lower acceptance angles of the reflector.
the objective function through successive iteration. The total nunil'® ideal collector configuration was then found by plotting the

ber of iterations required by the design process is limited by maverage utilizable power over a rectangular domain defined by the
ing intelligent changes to the design parameters at each Stgymmum and minimum values of the acceptance angles. Al-

based on the local objective function curvature. Consequently, f4PUgh numerical simulation techniques can treat a more exten-
fewer iterations are required to solve the design problem corfiVe set of problems than those based on analytical solutions, both

pared with the forward methodology, and the final solution i f the above studies relied on primitive optimization algorithms
usually near optimal. ' that required a substantial amount of design time and also re-

Enclosure geometry is one of the most important consideratioﬁ‘é'ded the n_umber of design parameters that could be considered
when designing enclosures that contain specular surfaces; accdidhe analysis. o _ _
ingly, most literature dealing with enclosure geometry design has”* Mere sophisticated optimization approach is described by
focused on this class of problem. Non-imaging optics techniqu&Shdown[5], in which a ray-tracing technique used to simulate
are among the most widely used methods for optimizing the g umination within an enclosure is cou_pled with a genetic algo-
ometry of enclosures containing specular surfddds The most rithm that searches for the globally optimum enclosure geometry.

common of these techniques is the edge-ray method, which usdaepetic algorithms mimic natural selection as it occurs in nature.
complex mathematical procedure based on analytical geomelf)!S class of algorithms generates new designs by “mating” pairs
previously generated designs and by “mutating” existing de-

and calculus to determine the optimal shape of reflector surfac® - . )
signs. The designs that perform well are favored in the mating
Contributed by the Heat Transfer Division for publication in th®URNAL OF process, and after many generations, a near-optimum solution is

HEAT TRANSFER Manuscript received by the Heat Transfer Division December L—'Hsua!ly found. o o
2002; revision received May 16, 2003. Associate Editor: S. T. Thynell. This paper presents an optimization method for determining the
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enclosure configuration that produces a desired heat flux and te @
perature distribution over a region of the enclosure surface, calls

the design surface. This class of problem is commonly encou .
tered when the radiant enclosure is part of a heat treatment p~~
cess; for example, the design surface may consist of food produ -
that need to be baked or a coated surface that needs to be drie
cured. In this method, a Monte Carlo technique based on e
change factors is used to calculate the boundary conditions o\
the design surface, while the objective function is minimized us
ing the Kiefer-Wolfowitz method, a gradient-based technique th: 1
is weII-sgited for optimizing stochastic systems in which analyti g(D) = @,
cal gradient estimates are not available. Finally, the procedure 4
demonstrated by applying it to design two two-dimensional rad ¢(®) = @,
ant enclosures containing both diffuse and specularly reflectir ’
surfaces.

qs(q)) = ®;

qv(cb) =0,

qv(q)) =,

Gradient-Based Optimization e

Optimization methods work by solving the well-posed forwarc j=1 ) j=Nps
(or explicit) design problem through successive iteration. Unlik Design Surface
the “trial-and-error” design methodology, which relies solely on E”fvsl’wﬁed
the designer’s intuition, the optimization methodology uses nt F(q,):_l_E‘”[q (@)
merical algorithms to adjust the design configuration at each iter Npg ¥
tion until the optimum design is identified. In this way, the num-
ber of iterations and consequently the time required to design the Fig. 1 Example of a radiant enclosure design problem
enclosure is reduced, and the final solution quality is usually
much better than that obtained by the trial-and-error design
methodology. ] ) . ) ) )

The first step of the optimization process is to define an objegrentiable. These algorithms finb* iteratively; at thekth itera-
tive function, F(®), which quantifies the “goodness” of a par- tion, a search directiompy, is first chosen based on the objective
ticular design configuration, in such a way that the minimum d#nction curvature a®, . Next, a step sizey,, is found, usually
F(®) corresponds to the optimal design. The objective function Ry performing a “line” minimization of F(®+ aypy) with re-
dependant on a set of variables containedbincalled design SPect toay using Newton-Raphson, bisection, or golden section
parameters, which completely specify the design configuratigiputines. Alternatively, the step size can be set equal to a series
The goal, then, is to identify the set of design parameters tH@Sed on the iteration numbér[6],
minimize F(®P),

_ larget ]2
qu
=1

(64
F(®*)=MIin[F(®)], ®eR". @) ak:k_:' O=asl )
Often, it is also necessary to impose design constraint® @i  Finally, the new set of design parameters is found by taking a
the form “step” in the py direction,
ci(®)=0, i=1...m @) D1 =Dp+ aypi. (5)
ci(®)=0, i=m'+1...m Gradient-based methods differ on how the search directions are

chosen. In the steepest-descent method, the search direction is set

which define the domain ofd in n-space, called the fea5|bleequal t0 the direction of steepest-descent,

region.
Consider the radiant enclosure design problem shown in Fig. 1. g(dy)

The objective of this problem is to identify the enclosure geom- Px=— (6)

etry and heater settings that produce a desired heat flux and tem-

perature distribution over the design surface. This is accomplishetiere the gradient vectog(®,), contains the first-order sensi-

by first specifying the temperature distribution over the desigivities of the objective function to each of the design parameters,

surface and then using the heat flux evaluatedNg discrete

T
locations over the design surface to define the objective function, g(D) = IF(Py) IF(Py) IF(P) @)
No k o, ' 9D, T 9D,
F(d)= — 2 [0sj(®)— g2, €) Although this method is the most intuitive of the gradient-based
Npsf=1 ! techniques, it is not a popular choice because it only uses first-

dorder curvature information in the calculation pf and accord-

ly has a slower rate of convergence &, compared with

er higher-order methods. Nevertheless, this method is widely
used to optimize stochastic systems, for reasons that will be pre-
sented later in this paper.

with the design parameters dh specifying the heater settings an
enclosure geometry. The heat flux distribution over the desi%&g
surface that best matches the desired distribution is produced
the design configuration corresponding®d, which in turn is
found by minimizing the objective function defined in E®).
(Alternatively, the heat flux distribution could be specified over
the design surface and the temperature distribution could be used, .. o
to defineF(®).) Design constraints could also be imposed t olution of the Heat Flux Distribution
limit the size of the enclosure, and to prevent the heat flux distri- In this application, the heat flux distribution over the design
bution over the heater surface from assuming negative values.surface is estimated using exchange factors calculated by the
Many different methods have been developed to minimize tidonte Carlo method. The Monte Carlo method has been exten-
objective function. Gradient-based techniques are commonly egively used to analyze many different radiant enclosure problems,
ployed if the feasible region is convex and the defining objectivend is especially well suited for analyzing enclosures containing
function and constraints in Egél) and(2) are continuously dif- specularly-reflecting surfaces. Although the Monte Carlo method
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has been described extensively in the literature, €7g8], it is ing Eqs.(12) and(13)for all the elements results in a systemNof
presented again here to better demonstrate challenges inheremguations containindN unknowns, which are rearranged into a

stochastic optimization. matrix equation
The first step of this method is to discretize the enclosure sur- - ~
face intoN elements, with théth element having areAA, . The AX=b, (14)
emissivitye; is known over each element, and either the heat flux, ~ o~ ~ ) )
Qs or the temperatureT;, is specified. Assuming a uniform WhereX={Gg, . .. Gsm:Eom+1, - - - Eon}'- (The dimension of

temperature or heat flux distribution over each element and pér-can be reduced by excluding equations that correspond to ele-

forming an energy balance over tfin element results in the ments wherejs is equal to zero.Jrlhe A matrix is usually well-
equation conditioned, and Eq(14) can be solved to yield the heat flux

distribution over the design surface.
N AA (D) This heat flux distribution is subject to a random error induced
qsi(d>)+2 &iEpj(P)F;i(P) m;eiEbi((D). (8) by the sampling error in the exchange factors, as well as a “bias”
=1 i(P) error caused by assuming uniform heat flux and temperature dis-
tribution over each surface element. The former error is reduced
y increasing the number of bundles emitted by each element,
hile the latter diminishes with a higher level of grid refinement.
evertheless, both errors result in a grid-dependent objective
Function containing a statistical uncertainty, which renders it dif-
ficult to optimize.
N The magnitude of the random error is estimated by performing
9si(P) +2 Ep;(®)5i; (D) =Epi( D). (9 @ replication procedure. Suppose a totalNgf,,qesbundles is used
€ =1 to calculate the exchange factors throughout the process. A se-
quence of Monte Carlo simulation is used to estin@atedepen-
Although the analytical solution of the exchange factor is quitgent sets of the required exchange factors, each WSinged P
tractable for diffuse-walled enclosure problems, this is not thgundles. Each of these sets of exchange factors is then used to find
case for enclosures that contain specular surfaces. The exchagg®stimate of the heat flux distribution over the design surface,
factor, §i; (), can be expressed as the expectation of a rand@Rtough Eq.(14). Performing this procedure for each set of ex-
variable §; (®,£), where £ contains the three random variableghange factors results irp independent solutionsx¥, k
that specify the emission direction and location of a randomj .
bundle leaving theith surface. Theoreticallygj () could be  The heat flux at each discrete point over the design surface is

fourl]1d§ by integrating over the probability distribution governinghen approximated by the average of thdependent solutions,
each¢;, i.e.,

p
3 (®)=E[5,(®,6)] Tl @)= %E (D), (15)
k=1

WhereEbi(CD):oTi“(CI)) andg;i(®) is the exchange factor from
the jth to the ith element, equal to the fraction of the radian
energy emitted by thgth element that is absorbed by tliih N
element. By applying the reciprocity rule for exchange factor
Eq. (8) can be rewritten in a more compact form,

111
:f f f 3ij(P,£)dP1(£1)dPo(£2)dP3(£3). (10)  while the corresponding random error associated Gighd) is
0J0Jo estimated from the sample standard deviation,
(This is, in fact, equivalent to the integration used to calculate
view factors between diffuse surfacemstead, we use a Monte Oy ad D)=
Carlo simulation to estimatg;;(®) in Eq. (10), hav

oi(P)
\/B 1

Npi 2 ; : ;

— 1 Npii whereo{(®) is the sample variance of tlpemeasurements, given
B[S (0,81~ Fj(®) = - 2, §i(®.89= N @D by
| K= I

(16)

whereNy,; is the total number of bundles emitted by titie ele- o 1 ° ~ ~ 2

ment, andNy,;; is the number of those elements that are absorbed oi(P)= E;l [Gsi(P)=qsi(P)]" )

by thejth element. Due to the law of large numbers, the Monte

Carlo approximation oE[§;;(P,£)] becomes exact with prob- P

ability one asNy; approachés infinity. Since we are restricted upptlmlzatlon Procedure

using a finite number of bundles, howev@{(cb) contains a  The goal of the optimization process is to minimize the objec-

random error that propagates throughout the solution. tive function defined by Eq(3). In this application, however, the
Assume the elements are renumbered soThé specified for heat flux at each discrete point over the design suriageP), is

i=1...mandqg is specified fori=m+1...N. Equation(9) estimated byqs;(P), which in turn is obtained from the Monte

can then be rewritten as Carlo technique presented in the previous section. Accordingly,
N - the objective function is approximated by
Qsi(P) ~ ~ ~—
Tt 2 Ey(@)F(@)=Eni(®)~ 2 Epy(®)F (D) - 1% e
" = F(®)~F(®)= 2, [Gs(®)—ag®%.  (18)
(12) Npsi=1
for elements with specified; , and This approximation is subject to a sampling er@y®), induced

by the statistical uncertainty iﬁsj(d>). The sampling error is
estimated by 9]

N m
~ ~ — si(P) ~—
En(®)— 2 Ep(0)F(0)= ——+ 3 Epy()F(®)

j=m+1 & j=1 Nps Nps 12
IF(P) JF (D)
(13) @)~ 2, X —m— —=—T(®)| . (19)
= = Si S
for elements wherey; is specified. Equation&l2) and (13) are : :
arranged so theg; and E,; terms on the right-hand sides arewhere the terms of the variance-covariance mafrixp), are de-

known, while those on the left-hand side remain unknown. Wrifined by
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1 P

@,
T Reflector Surface
p(p—1) &=

g;= 0 Wim*
- p=1

L (@)= . [G&i(P) — Gsi( @) I[TE(P) — Tsi( P)]-

(20) @,
The uncertainty inherent in the evaluation E—)(CIJ) makes the —_

optimization of stochastic systems somewhat more complicat

than that of deterministic systems, since the “exact” value @
Reflector Surface

F(®) is unknown. gm0 Win? -
i . s eater Surface
Many methods used to optimize stochastic systems are ba:  p=1 Qs = 1 Win?
on those used to optimize deterministic systems. The Kiefe 1m ens=1

Wolfowitz method[10,11]is a gradient-based technique that is
often used when an analytical evaluation of the gradieri (@)

is not possible. This method is based on the steepest-descent
gorithm; at thekth iteration, the step size is found from E¢), > Y

. S 0 el
and the search direction is set equal to fe—1n —

Design Surface

_§(®k) Eyps = 0 Wim?, qayd™ = —1 Wim®
== a4 21 m;

pk |g(q>k)‘ ( ) epg=1
whereg(®,) is the second-order central-difference approximation Fig. 2 First radiant enclosure design problem
of the gradient vector of (®) at ®,. The pth term ofg(®,) is
given by

F(d+e ,hk)_f:(q)k_ep_hk) goal of the design process is to identify an enclosure geometry
Op(PY) = = , (22) that produces a uniform heat-flux distribution over the

2hy temperature-specified design surface.
where e, is the unit vector in thepth direction, andh, is the The first enclosure, shown in Fig. 2, consists of a heater sur-
interval used in the finite-difference approximation at b face, a temperature-specified design surface, and two adiabatic
iteration. reflector surfaces. The heater and design surfaces are both diffuse
This estimate contains two sources of error: a bias err@nd have an emissivity of=1, while the adiabatic surfaces are
82pk(Pi.hy), due to the truncation of higher-order terms in th@erfectly specular with a reflectivitp=1. A uniform heat input
finite-difference  approximation, and a random erroQsys=1 W/n? is maintained over the entire heater surface, while
83pk(Py.hy), induced by the sampling error iR(d,). (This the design surface has an emissive pofgss=0 W/n?.
random error tends to dominate finite difference approximation of The objective of the problem is to find the enclosure geometry
higher-order derivatives, which is why steepest-descent is uséat results in a uniform heat flux afsps=—1 W/n? over the
instead of the Newton and quasi-Newton methpdke bias error design surface, which is done by minimizing the objective
is given by[12] function

F(®+e,-h)—F(d—e,-hy) - 1 Nos
D25 Dy 1) =Gyl )~ —— P (@)= >, (G @) +17 (26)
DSj=

(23) . .
Since the cenira difirence approximation improves wih dimin T "1Ch P2) (AT MK AN SOCTORBLeR OF TS FRRCT
EQ'SZ?T]?;Epir?éie’ztha'érﬁkér;'éi)m(;?gge%?;)s fbk.tk)]e)co;r;]%slzs(r(gall. Eq. (26) is estimated by performing an unconstrained Kiefer-
~e-hy) gthe raﬂdom error is found fron‘T & M K Wolfowitz minimization, starting atb,={—0.5,0.3". A personal
' computer with a Pentium IlII™ 600 MHz processor and 130 MB
\/5%(<Dk+ep' hy) + 5§(cpk_ep. hy) of RAM was used to perform the mi_nimizatio_n.
o . (24) As previously mentioned, assuming a uniform heat flux and
k emissive power distribution over each surface element produces
and tends tdncreaseas h, becomes small, since decreasimg discretization errors in the values af;(®), and accordingly in
does not necessarily decrease the magnitude of the numeratog (), that diminish with increasing levels of grid refinement.
Eq. (24). Therefore, it is important to select an intermediate intefherefore, it is necessary to perform a grid refinement study prior
val length that ensures boy, | (P, h) and o,k (P ,hy) are  to the optimization process in order to estimate the discretization
sufficiently small. One choice is to redubgwith each successive oo in F(d), and to ensure that enough surface elements are
iteration according to a series similar to Ed), used in the analysigThis also helps the designer to choose a

ho suitable convergence criterion, since seeking a valug(@*)
O<k=1. (25) smaller than the discretization error is computationally expensive
and does not provide further improvement in solution quality.

Pflug [12] recommends values af=1 andb=1/3 for Egs.(4) A grid-refinement study performed ab,={-0.5,0.3" is
and(25), respectively. shown in Fig. 3. A constant ratio of bundles to elements,

Another way of reducings, (P ,hy) is to use the same se- Npundied N=2X 10°, was used to obtain approximately the same
guence of random numbefsommon random numberfl3]) to sampling error at every level of refinement. An estimate of the
generate bot}ﬁ(®+ep~hk) andl~:(®—ep~hk). grid-independent solution is obtained from the highest level of
grid refinementf..(® o) ~F 04 Po) = 0.1690. The discretization
error at the next highest level of grid refinemext: 1024, is then
. estimated as—2.74x10°%, or —1.6 percent of the grid-
Demonstration of Method independent solution.

The method described in the previous section is demonstratedNext, the effect of the number of bundles on the random error,
by applying it to design two radiant enclosures. In both cases, thg(®), is demonstrated by systematically increasing the number

53,p,k(q)k h) =

hkzﬁx
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Fig. 3 Grid refinement study for the design problem of Fig. 2 0 §\‘\\\ @
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of bundles used to calculate(d,) for an enclosure withN @,

=1024 discrete surface elements. As shown in Fig. 4, a power- o ) )
law relationship exists between the number of bundles and the Fig.5 Minimization path for design problem of Fig. 2

random error,

51(Po)=1.4320N,, 25272 (27) -
o ) ) pundles ) formed onF(®*) is also shown in Fig. 3, which demonstrates
which is consistent with the INp,ngestrend predicted by the that a sufficient number of elements were used to identify the
central limit theorem. local minimum.

Based on the above results, the Kiefer-Wolfowitz minimization The second design problem is shown in Fig. 8, and is similar to
was carried out usingN=1024 elements. In order to decreasgne imaging furnace described by Maruyafia]. The enclosure
01(®Py) asPy approaches™, the number of bundles used in thegonsists of a cylindrical heating element surrounded by six reflect-
simulation was increased with each successive iteration accordjfg surfaces and a design surface. The heater surface is black and
to

Npundies= A 10910k + B, (28)

@
whereA=160x10° andB=20x1C®, chosen based on the results ’
of the grid and bundle refinement studies. The minimization prc
cedure is stopped when ®, @,
[F(®)—F(Py_)|<1x107% (29)

The resulting solution path is shown in Fig. 5. Eight steps
corresponding to 22 hours of CPU time, were rgquired to identify
a local minimum atCD*:{O.OO34,O.854FT, with F(d*)=2.26 YA
X104, The enclosure geometries correspondingbipand ®* -

are shown in Fig. 6, while the heat flux distributions over th® * o
design surface are shown in Fig. 7. A grid refinement study pe @ @y ={-05,05) () ©° ={0.0034, 0.8547)"

@,

=y

Fig. 6 Initial and final enclosure geometries for the design
problem of Fig. 2
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Fig. 4 Effect of number of bundles on  &,(®,) for the design Fig. 7 Initial and final design surface heat flux distributions
problem of Fig. 2 for the design problem of Fig. 2
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Fig. 10 Initial and final design surface heat flux distributions
for the design problem of Fig. 9

X

I 2m

Fig. 8 Second radiant enclosure design problem

Eighteen steps and forty hours of CPU time were required to
identify a local minimum atb* ={0.2982,0.6980,0.7600,1.3935,

diffuse, and has a specified heat flux @f,s=1/27RW/m?,  0.5588" with F(d®*)=7.87x10"°. The initial and final enclo-
where the radius of the heater elemenRis 0.1 m. The design sure configurations are shown in Fig. 9, while the corresponding
surface has a specified emissive povij,s=0 W/n? and an heat flux distributions are shown in Fig. 10.
emissivity ofeps=0.6. The reflecting surfaces are adiabatic and One of the drawbacks of gradient-based minimization is that
are specular-diffuse having the optical properties of polishédnly one local minimum can be detected during a single minimi-
nickel, with ps=0.65, p4=0.25, ande=0.1[15]. zation process. For example, it is clear from Fig. 5 that multiple
The objective of the design problem is to identify the enclosutecal minima exist, and an alternate local minimum might have
configuration that most closely produces a heat fluxq@gse‘ been detected if a different set of initial design parameters were

=—0.5W/n? over the design surface. The enclosure configurghosen. The simplest remedy to this problem is to carry out mul-
tion is governed by five design parametets; through®, con- tiple minimizations, each time starting from a differehg. Al-
trol the orientation of the reflector surfaces, while specifies the though sophisticated multistart heuristic algorithms use this ap-
height of the heater element over the design surface. The optirRépach in an attempt to locate the global minim(erg.,[16]), the
configuration is again determined by performing an unconstrainé’! time associated with performing multiple local minimiza-
0.75,0.75,1.25,0}8. The minimization was carried out on a pcintractable.
workstation with a Pentium OHM™ 2 GHz processor and 100 .
MB of RAM. onclusions and Future Work
Based on the results of a grid refinement study performed atuntil recently, radiant enclosure geometry has almost exclu-
d,, 1024 surface elements were again used throughout the misively been designed using a forward “trial-and-error” design
mization process. A bundle refinement study performefigivas methodology. This work describes an optimization methodology
used to select values férandB in Eq. (27) equal to 6x 10° and  that facilitates the design of radiant enclosures containing specular
5% 10°, respectively. The minimization procedure was stoppeslirfaces; it requires far less design time, and the solution quality is
when usually much better than that obtained using the forward design
~ ~ methodology. In the optimization methodology, the primal prob-
[F(®)) —F(Py_1)|<1x107°. (30) lem is solved using a Monte Carlo technique based on exchange
factors, and the optimization is carried out using the Kiefer-
Wolfowitz method. The latter method is specialized for optimizing
stochastic systems and is well suited to accommodate the random
error inherent in the Monte Carlo technique. This methodology
was successfully implemented to design the geometry of two two-
dimensional radiant enclosures containing specularly-reflecting
surfaces.

===- Initial (Og)
= Optimal (")
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Nomenclature

3]

= step size coefficient, Eq4)

coefficient matrix for heat flux equation, EGL3)
coefficient for determinindNyyngesk» EQ. (27)
interval length coefficient, Eq23)

= right-hand vector for heat-flux equation
constant for determinin®pyngiesk» Ed. (27)

A
A
b
Fig. 9 Initial and final enclosure geometries for the design b
problem of Fig. 9 B
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c; = design constraint o = Stefan-Boltzmann constant

€, = unit vector in thepth direction 0i awe = random error associated with;(®), Eq.(15)
E[ ] = expectation function o? = variance of samples obtained by stratified sampling,
Epi = oT?, Win? Eq. (16)
%E|l = energy imbalance, Eq25) ¢ = vector containing random variables used to find
F(P) = objective function exchange factors
Si; = exchange factor betweéth andjth surface ele-
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Evaporation Heat Transfer and
Pressure Drop of Refrigerant
R-410A Flow in a Vertical Plate
Heat Exchanger

. Experiments are carried out here to measure the evaporation heat transfer coefficient h
T. F. Lin and associated frictional pressure drdyP; in a vertical plate heat exchanger for refrig-
erant R-410A. The heat exchanger consists of two vertical counterflow channels which are
Department of Mechanical Engineering, formed by three plates whose surface corrugations have a sine shape and a chevron angle
National Chaio Tung University, of 60 deg. Upflow boiling of refrigerant R-410A receives heat from the hot downflow of
Hsinchu, Taiwan, R.0.C. water. In the experiments, the mean vapor quality in the refrigerant channel is varied from
0.10 to 0.80, the mass flux from 50 to 10§/n¥s, and the imposed heat flux from 10 to
20 kW/nt for the system pressure fixed at 1.08 and 1.25 MPa. The measured data
indicate that both hand AP, increase with the refrigerant mass flux except at low vapor
quality. In addition, raising the imposed heat flux is found to significantly imprevierh
the entire range of the mean vapor quality. However, the corresponding friction fagtor f
is insensitive to the imposed heat flux and refrigerant pressure. Based on the present data,
empirical correlations are provided for hand f,,, for R-410A in the plate heat ex-
changer. [DOI: 10.1115/1.1518498

Y. Y. Hsieh

Keywords: Boiling, Evaporation, Heat Transfer, Heat Exchangers

1 Introduction phase heat transfer coefficient and pressure drops all increased
with the refrigerant mass flux. In a continuing stuf§] they

frigerant R-22 has been used as the working fluid in many refrié-howed that in a double fluted tube for the refrigerant .Reynolds
eration and air-conditioning systems. But it will be phased out filUmber higher than 4:21(°, R-410A had better evaporation heat
a short period of timébefore 2020)since the chlorine it contains transfer than R-507. Wang et 8] compared the measured data
has an ozone depletion potenti@DP) of 0.055 and compara- for R-22 and R-410A flowing in a horizontal smooth tube and
tively high global warming potentidlGWP) of 1500 based on the indicated that the heat transfer coefficients for R-410A were
time horizons of 100 yearEl,2]. As a result, the search for al0—20 percent higher than those for R-22 and the pressure drop of
replacement for R-22 has been intensified in recent years. OwiRg#10A was about 30—40 percent lower than that of R-22. This
to the fact that there are no single-component hydrofluorocarbapigicome was attributed to the higher latent heat of vaporization,
(HFCs) that have thermodynamic properties close to those #iermal conductivity and specific heat, and lower liquid viscosity
R-22, binary or ternary refrigerant mixtures have been introduceidr R-410A. In a similar study Ebisu and TorikogHi0] indicated
The technical committee for the Alternative Refrigerants Evalu#hat the evaporation heat transfer coefficient of R-410A was 20
tion Program(AREP) has proposed an updated list of the potentiglercent higher than that of R-22 up to the vapor quality of 0.4,
alternatives to R-222]. Some of the alternatives on the AREP’swhile the heat transfer coefficients for both R-410A and R-22
list are R-410A, R-410B, R-407C and R-507. Currently, R-134a lsecame almost the same at the quality of 0.6. Furthermore, the
extensively used in many systems. A number of investigatiopsessure drop for R-410A was about 30 percent lower than that of
have been reported in the literature dealing with the phase chamg@2 during evaporation. The quantitative differences in the pres-
heat transfer of R-134a in ducts of various geometries. Howevetre drops between R-410A and R-22 were mainly attributed to
the two-phase boiling and condensation heat transfer charactefie lower vapor density for R-410A. Wijaya and Spditl]
tics for R-410A, R-410B, and R-407C have not been studied e)eached a similar conclusion.
tenSiVely. It should be mentioned here that refrigerant R-410Ais apPlate heat exchange(@HEs) have been W|de|y used in food
mixture of R-32 and R-12850 percent by massyhich exhibits processing, chemical reaction processes and many other industrial
azetropic behavior with a temperature glide of about 0.1°C.  gppjications due to their high effectiveness, compactness, flexibil-
A number of studies have been reported in the open literatyg ang cost competitiveness. Furthermore, they have been intro-
on the R-22 evaporation heat transfer in various enhanced dug{ed to the refrigeration and air conditioning systems as evapo-
such as microfin tubef3,4], internally-fin tubegs], and a>§|ally rators or condensers. Recently, a number of investigations on
grooved tube$6]. The measured data were compared with othefie¢ \ere reported in the open literature. Unfortunately, these
common refrigerants. Recently, Sami and Pojfidrcompared the studies were mainly focused on the single-phase liquid-to-liquid

evaporation and condensation heat transfer data inside an gn-. transfef12—15. In view of this scarcity in the two-phase
hanced tubing for several refrigerant blends proposed as sub g : . .
tutes for R-22, including R-410A, R-410B, R-507 and the quariﬁ- at transfer data for PHEs, Yan and [i§]recently investigated

) . the evaporation of R-134a in a vertical plate heat exchanger. They
ternary mixture R-32/125/143a/134a. They showed that the tvg owed that that evaporation heat transfer for R-134a flowing in

the PHE was much higher than that in circular tubes, particularl
Contributed by the Heat Transfer Division for publication in th®URNAL OF 9 P y

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 24, 20011 high \_/apor quality convectl_on dominated regime. B_Oth the
revision received July 25, 2002. Associate Editor: M. K. Jensen. evaporation heat transfer coefficient and pressure drop increased

Over the past decades the HCHydrochlorofluorocarborre-
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sults in significant flow unsteadiness and randomness. In the PHE
LOWER PLATE the upflow of R-410A in one channel is heated by the downflow of
/{Z’ER PLATE  the hot water in the other channel. The heat transfer rate in the test
/\<
'

section is calculated by measuring the total water temperature
drop in the water channel and the water flow rate.

/
\

>

In each test the system pressure at the test section is first main-
tained at a specified level. Then, the vapor quality of R-410A at
the test section inlet is kept at the desired value by adjusting the
temperature and flow rate of the hot water loop for the preheater.
Next, the heat transfer rate between the counterflow channels in

1 the test section can be varied by changing the water temperature
A and flowrate in the water loop for the tests section. Meanwhile,

/\

.

/\\ S

A _\dy\% B</ < the R-410A mass flow rate in the test section is maintained at a
A B Ty desired value.

_

_

.
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In the test any changes of the system variables will lead to

fluctuations in the temperature and pressure of the refrigerant
> flow. It takes about 20—100 minutes for the system to reach a
|—l0mm statistically stable state at which variations of the time-average
inlet and outlet temperatures are both less tha@h2°C, and the
variations of the pressure and imposed heat flux are within 1 per-

SECTION VIEW A-AFOR f=0° cent and 4 percent, respectively. Then the data acquisition unit is
initiated to scan all the data channels for ten times in 50 sec. The

NN mean value of the data for each channel is used to calculate the
e e e evaporation heat transfer coefficient and the associated frictional
SECTION VIEW B-B FOR = 90° pressure drop. Additionally, the flow rate of water in the test sec-
tion should be high enough to have turbulent flow in the water
70 mm side so that the associated single-phase heat transfer in it is high
120 mm enough for balancing the evaporation heat transfer in the refriger-
ant side.
Fig. 1 Schematic diagram of the plate Before examining the R-410A evaporation heat transfer charac-

teristics, a preliminary test for single-phase water-to-water con-
vective heat transfer in the vertical PHE is performed. The Wil-
with the refrigerant mass flux and vapor quality. Moreover, thgon's method17]is adopted to calculate the relation between the
rise in the heat transfer coefficient with the quality was larger th&ingle-phase heat transfer coefficient and the flow rate from these
that in the pressure drop. data. The result obtained can then be used to analyze the data
The above literature review clearly reveals that althoughcquired from the evaporation heat transfer experiments.
R-410A is one of the most possible substitutes for R-22, the two- The uncertainties of the experimental results are analyzed by
phase heat transfer data for R-410A are still scarce especially B¢ procedures proposed by Kline and McClintdd8]. This
PHEs. To complement our previous study on the two-phase h@&g@lysis indicates that the uncertainties for the data of the imposed
transfer in the PHE16], the evaporation heat transfer of R-4104€at fluxg, mass fluxG, pressure®, pressure drop P, average
in a vertical PHE is investigated in this study. vapor qualityX, single phase heat transfer coefficiagt, evapo-
ration heat transfer coefficiett., and friction factorf,, are re-
: spectively =6.5 percent, =2 percent,=1 percent,=1.5 percent,
2 Experimental Apparatus and Procedures +8 percent,=11 percent+14.5 percent, anct16.5 percent.
The experiment apparatus established previously to explore the
R-134a evaporation in a PHHEG6] is used here to investigate the3 Data Reduction
evaporation heat transfer and associated frictional pressure drop
R-410Ain a vertical PHE. It includes a refrigerant loop, two wateh
loops (one for preheater and the other for the test segtiand a
cold water-glycol loop. R-410A is circulated in the refrigeran

the data reduction analysis detailed in our earlier study for
-134a evaporatiofl6] is also used here to deduce the R-410A
Fvaporation heat transfer coefficient and associated frictional pres-
loop. In order to control various test conditions of R-410A in th ure _drop from the measured raw data. Specifically, the data from
test section, we need to control the temperature and flow rate,j single-phase water-to-water heat transfer tests are analyzed by

; e dified Wilson plof17]. The single phase convection heat
the other three loops. The detailed description of the apparatu f]S mo S
available from our earlier studyi6]. The refrigerant flow rate is %ragsggreioizgggtérr'naiﬁgﬁ‘ s;sggested by Shah and Ficke
measured by an accurate mass flux meter manufactured by M P P y

comotion(Type UL-D-IS)with a reading accuracy of 1 percent. k' PO
Here only the test section employed in the experiment is described h,=C- D_) ‘R P3| — (1)
in some detail. h Hwall

Three commercial SS-316 plates manufactured by the Kadtere the constant€ andn can be determined from the Wilson
Heat Treatment Co. Ltd., Taiwan, form the plate heat exchangelot.
(test section). The plate surfaces are pressed to become groovetd evaluate the evaporation heat transfer coefficient of the re-
with a corrugated sinusoidal shape and 60 deg of chevron ghgldrigerant flow, the total heat transfer rafg, between the counter
The detailed configuration of the PHE can be seen in Fig. 1. THlews in the PHE is calculated first from the hot water side. Then,
corrugated grooves on the right and left outer plates have athe refrigerant vapor quality at the test section inlet is evaluated
shape but those in the middle plate have a contrary V shape foem the energy balance for the preheater. The change in the re-
both sides. This arrangement allows the flow stream to be divid&iperant vapor quality in the test section is then deduced from the
into two different flow directions along the plates. Thus, the flowotal heat transfer rate to the refrigerant in the test section,
moves mainly along the grooves in each plate. Due to the contrary

V shapes between two neighbor plates the flow streams near the AX= Q"_V )
two plates cross each other in each channel. This cross flow re- W, -itg
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The determination of the overall heat transfer coefficient for the 200 o
evaporation of refrigerant R-410A in the PHE is based on the heal O Presentsingle-phase heat yansfer data
transfer between the counter-flow channels and is expressed as Correlation from Muley and Manglik (199

Qu
~ A-LMTD )

The log-mean temperature differentTD) is determined from
the inlet and exit temperatures in the two channels. According to
the thermal resistances for heat transfer across the channel, tt
evaporation heat transfer coefficient in the flow of R-410A is
evaluated from the equation

1
h|=

U

150
+25% 8

O

© 25%
= C]
&

100

1 1
U) - ( h_w) ~Ryai-A 4)

whereh,, is calculated from the single-phase water-to-water heat
transfer test.

In order to obtain the friction factor associated with the R-410A
evaporation in the refrigerant channel in the vertical PHE, the
frictional pressure drop\P; is calculated by subtracting the ac-
celeration pressure drop, the pressure losses at the test sectic
inlet and exit manifolds and ports, and the elevation pressure rise
from the measured total pressure drop in the refrigerant channel
The acceleration pressure drop and elevation pressure rise are €
timated by the homogeneous model for two phase gas-liquid flow AT
[19]. The pressure drop in the inlet and outlet manifolds and ports 0 0 50 100 150 200
was empirically suggested by Shah and Folck2]. Based on the
above estimation, the acceleration pressure drop and the pressure
losses at the test section inlet and exit manifolds and ports g 2> comparison of the present single-phase water convec-
found to be rather small. In fact, the summation of these tw@n heat transfer data with the correlation from Muley and Man-
pressure losses ranges from 1 percent to 3 percent of the tefitd [13]
pressure drop. The pressure drop due to the elevation difference
between the inlet and outlet ports of the PHE is smaller than 1

percent of the total pressure drop. According to the definition ] o )
higher than that at 0.1Fig. 3(a)).This significant increase of

oo AP;-Dy, 5) with X, obviously results from the fact that in the high vapor
tp 2G?%. vy L quality regime, intense evaporation at the liquid-vapor interface
- . . . diminishes the thickness of the liquid film on the plate surface to
the f.”Ct'on factor for the evaporation of R-410A in the PHE '$) noticeable degree. This, in turn, reduces the resistance of heat
obtained transfer from the channel surface to the refrigerant. Furthermore,
the data also show that a rise in the refrigerant mass flux always
4 Results and Discussion produces an evident increase in the evaporation heat transfer co-
. ) efficient except at the low vapor quality regime. In fact, at low
_ The single phase water-to-water convection heat transfer coghyor quality X,,<.20) the evaporation heat transfer coefficient
ficient for the present vertical plate heat exchanger deduced frgfinsensitive to the refrigerant mass flux. This can be ascribed to
the modified Wilson plot can be correlated as the fact that the interfacial evaporation of the liquid film on the
| 014 plate is largely suppressed at low vapor quality. Moreover, the
-R&78.prt. (—m) (6) evaporation heat transfer coefficient for the higher mass flux rises
Hwall more quickly with the vapor quality than that for the lower mass
with the regression accuracy of 0.997. Here the viscositigand flux. This larger increase in, with X, at a higheiG is considered
Hwal are, respectively, based on the average bulk water and willresult from the more intense turbulence in the flow for a higher
temperatures estimated by averaging the measured inlet and ou8etSimilar results were noted for other system pressures. The
temperatures in the hot and cold sides. The present single-phegsults in Fig. 3 further show that the evaporation heat transfer
heat transfer data well agree with §48) in the study of Muley coefficient increases significantly with the imposed heat flux for
and Manglik[13], as is clear from Fig. 2. both pressures. For example,Gi=75 cg/nfs andP=1.08 MPa
Effects of the refrigerant mass flux, imposed heat flux and sythe quality-average evaporation heat transfer coefficients at 20
tem pressure on the evaporation heat transfer of R-410A in tk®/m? is about 32 percent higher than that at 10 K\&/mhis
vertical PHE are illustrated in Fig. 3 by presenting the changes laiige increase in the evaporation heat transfer coefficient is as-
the R-410A evaporation heat transfer coefficient with the refrige¢ribed to the higher wall superheat and thinner liquid film on the
ant vapor quality at the imposed heat fluxes10 and 20 kw/rh plate surface for a higher imposed heat flux. It is also noted that
for refrigerant mass fluxe&=50 to 100 kg/rfs, system pressuresthe evaporation heat transfer is slightly better at the lower pressure
P=1.08 and 1.25 MPaT(,,= 10°C and 15°C). In these plo¥, for a higher vapor qualityX,,>0.6). At the low vapor quality for
denotes the mean R-410A vapor quality in the PHE. The tot¥l,<0.5 the effects of the pressure on the evaporation heat trans-
change in the vapor qualitt X in the test section for the presentfer is insignificant except for q=20 kW/n? and G
study ranges from 0.126 and 0.337. The data in Fig. 3 cleardy100 kg/nfs (Fig. 3(b)). This is attributed to the fact that the
indicate that a given heat flux, mass flux and system pressure tiehsity of the R-410A vapor is lower at a lower saturated pres-
evaporation heat transfer coefficient increases noticeably with tégre, which causes the vapor flow to move in a higher speed and
mean vapor quality of the refrigerant in the PHE. For example, Rénce the higher evaporation heat transfer coefficient.
G=75 kg/nfs, P=1.08 MPa, andj=10 kW/n? the evapora- We also compare the present data for the R-410A evaporation
tion heat transfer coefficient a&,, of 0.8 is about 60 percent heat transfer in the PHE with those for R-134A in the same PHE

Nu(Correlation)

50

P S U T T T A N ST T U N T T T N T TN N S T A TR T

Nu(Data)

h.=0.2002 12
v Dy,
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Fig. 3 Variations of evaporation heat transfer coefficient with Fig. 4 Variations of friction factor with mean vapor quality for
mean vapor quality for various system pressures and refriger- various system pressures and refrigerant mass fluxes at (@ q
ant mass fluxes at (a) g=10 kW/m? and (b) g=20 kW/m? =10 kW/m? and (b) g=20 kW/m?

reported by Yan and Lif16] and with those for R-410A in a 75 kg/n?s (Fig. 4(a)). Besides, the friction factor decreases sig-

horizontal smooth pipe collected by Ebisu and Torikogtd]. .. : : . :
This comparison indicates that the R-410A evaporation heat tramf-lgli;tl();(wihotzt)a Ixrﬁ%she\llgégf anueaa;i?yv%p;?rg%agtytﬁtelcgv#evce;por
fer coefficient is higher than that for R-134a in the PHE to %? mC Mmoo

. : . the vapor quality on the friction factor is insignificant. It is of
noticeable _Qegree except at high vapor quality }.q“>.0'75' interest to note that the friction factor is not affected to a notice-
More specifically, at highX, the R-134a evaporation is more

. . S ) able degree by the imposed heat flux and refrigerant pressure. We
effective. These opposite trends in different vapor quality rang&gso note that foiX,,>0.5 the frictional pressure drop of R-410A

are attributed mainly to the different thermal conductivities of thgvaporation in the PHE is substantially lower than that for R-134a

two refrigerants for the liquid and vapor phases. Specifically, t ; ; : ;
liquid thermal conductivity for R-410A is higher than that fo?ﬁ the same PHE, but is much higher than in a smooth horizontal

R-134a by about 20 percent. However, the vapor thermal cond

quality the evaporation heat transfer coefficient for R-410A i§-134a
higher than that for R-134a. The results suggest that the evaporaee|ation equations for the heat transfer coefficient and fric-
tion heat transfer in the PHE is dominated by the heat transfﬁ

associated with the liquid film evaporation. The comparison al?‘?—ln factor associated with the R-410A evaporation in the vertical
. : . “PHE are important for thermal ign of rators in vari ir
shows that for R-410A the evaporation heat transfer coefficient are important for thermal design of evaporators in various ai

; . . : - nditioning and refrigeration systems. Based on the present data,
:BsePHE is substantially higher than that in a horizontal smooﬁ% empirical correlation for the evaporation heat transfer coeffi-

. . . . . cient is proposed by considering the convective and nucleate boil-
The friction factor, defined in Eq(5), associated with the in cont?ibﬁtions[zg] It is expregssed as
R-410A evaporation in the PHE obtained in the present study aréJ '

presented in Fig. 4. The results indicate that the friction factor h,=E-h;+S-hp,, for 2000<Re<12,000
significantly decreases with the increase in the refrigerant mass q
flux. For example, atP=1.08 MPa,G=100 kg/nfs, andq and  0.0002-80<0.0020 @)

=10 kwi/n?, the quality-average fraction factor is respectivelyHereh; and hpool @re respectively given by the Dittus-Boelter Eq.
about 50 percent and 30 percent lower than thosesfe50 and [21]and Coopef22] as
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Fig. 5 Comparison of the proposed correlations with the

present data for (a) the heat transfer coefficient and (b) the
friction factor

h,=0.023 R&'8. P4 (k, /D) (8)

hp00|: 55. P?AlZ. ( _ |Oglopr)—0.55_ M —0.5, q0.67 (9)

BesidesE andSrespectively represent the enhancement and sup-

Here G is an equivalent mass flux which is a function of the
R-410A mass flux, mean vapor quality and densities at the satu-
rated conditions. Figure 5 shows that more than 74 percent of the
present experimental data fof fall within =25 percent of Eq.

(7), and the average deviation between the present datg,fand

the proposed correlation is about 18 percent.

5 Concluding Remarks

Experiments have been carried out here to investigate the
evaporation heat transfer and the associated frictional pressure
drop for the ozone friendly refrigerant R-410A in a vertical plate
heat exchanger. The effects of the refrigerant mass flux, imposed
heat flux, system pressure and vapor quality of R-410A on the
evaporation heat transfer coefficient and friction factor were ex-
amined in detail. A summary of the major findings is given in the
following.

1. The evaporation heat transfer coefficient and frictional pres-
sure drop normally increases with the refrigerant mass flux
and vapor quality. It is also noted that the evaporation heat
transfer coefficient is only slightly affected by the refrigerant
mass flux at low vapor quality. Furthermore, the increase of
the frictional pressure drop with the vapor quality is more
evident than the rise of the heat transfer.

2. Arise in the imposed heat flux results in a significant in-
crease in the evaporation heat transfer coefficient. Neverthe-
less the influences of the imposed heat flux and system pres-
sure on the friction factor are rather slight.

3. Empirical correlation for the R-410A evaporation heat trans-
fer coefficient and friction factor in the PHE were provided
to facilitate the design in various thermal systems.
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Nomenclature

A = heat transfer area of the plate,2 m
Bo = boiling number, Be= q/G-i4, dimensionless
cp, = specific heat, J/kg°C
Dy = hydraulic diameterD,=2b,m
E, S = enhancement and suppression factors
fip = two-phase friction factor
G = refrigerant mass flux, kg/fa
G

pression factors, which are dependent on the boiling number Bo, Ceq = €quivalent all liquid mass flux in Eq¢13, 14)

the Martnelli parameteX;; and liquid Reynolds number ReThe
expressions foE andS are

0.86
E=1+24,000B0o"+ 1.37( X—) (10)
tt
S=(1+1.15x10 5.E2.Re*) * (12)
The friction factor is correlated as
f,=23,820Re, "%, for 2000<Re<12,000
and 0.0002<B0<0.0020 (12)
where Rgy is the equivalent Reynolds number and is defined as
Geq Dpy
Re,y= ——— 13
&= 13)
in which
p1 1/2
Geq=G{(l—Xm)+Xm~ (p_) } (14)
VP9

856 / Vol. 125, OCTOBER 2003

heat transfer coefficient, WATC

= enthalpy of evaporation, J/kg

k = conductivity, W/m°C

L = plate length from center of inlet port to center of
exit port,m

LMTD = log mean temperature difference, °C
M = molecular weight
Nu = Nusselt number, Nu=h,,- D,/k;, dimensionless
P = pressure, Pa
Pr = Prandtl number, Pr u-cy/K, dimensionless
Q,, = total heat transfer rat&V
g = imposed heat flux, W/f

Ryar = thermal resistance of the wall
e = Reynolds number, Re G-D/u, dimensionless

Reyq = equivalent all liquid Reynolds number in E¢42,
13)
U = overall heat transfer coefficient, W€

vy = specific volume of the vapor-liquid mixture,3fkg
W = mass flow rate, kg/s
Xm = mean vapor quality

«« = Martinelli parameter, dimensionless
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Short-Time-Transient Surfactant
Dynamics and Marangoni
Convection Around Boiling Nuclei

The effects of surfactant concentration on the initial short-time-scale Marangoni convec-

Vivek M. Wasekar

Raj M. Manglik tion around boiling nuclei in aqueous solutions have been computationally investigated.
Mem. ASME The model consists of a hemispherical bubblel(@0 xm radius) on a downward-facing
g-mail: Raj.Manglik@uc.edu constant-temperature heated wall in a fluid pool with an initial uniform temperature
gradient. Time-dependent transport of liquid mass, momentum, energy, and surfactant
Thermal-Fluids and Thermal Processing bulk and surface convection along with the adsorption kinetics are considered. Conditions
Laboratory, for bubble sizes, surfactant bulk concentrations, and wall heat flux levels are represented
Department of Mechanical, by a range of thermocapillary and diffusocapillary Marangoni numbe6s<Mat
Industrial and Nuclear Engineering, <10°, 0=Mag=8.6x10°) over a micro-scale time period (ks-1 ms). With a surfac-
University of Cincinnati, tant in solution, a surface concentration gradient develops at the bubble interface that
Cincinnati, OH 45221-0072 tends to oppose the temperature gradient and reduce the overall Marangoni convection.

The maximum circulation strength, which is dependent on the bubble size, corresponds to
a characteristic surfactant adsorption time. This, when scaled by a ratio of bubble radius,
is found to depend solely on the surfactant bulk concentration. Moreover, the interfacial
surfactant adsorption does not display a stagnant cap behavior for the range of param-
eters and time scales covered in this studipOl: 10.1115/1.1599367

Keywords: Additives, Bubble Growth, Heat Transfer, Interface, Microscale, Thermocap-
illary

Introduction [14,15]. Also, increasing temperature gradients and decreasing

Boiling heat transfer in water and the attendant ebullient behalg/grt:\%ig;mewrs tend to increase the resultant intensity of thermal

ior is altered considerably when surfactants are present in solutiory; o \viie studies, despite their adiabatic conditions and utility

[1]. Dep.endlng upon the add'.t've bulk 'conce.ntrauon, the he.f?utnon-boiling applications, have provided a controlled method to
transfer is usually t_a_nhanc_ed with an optmum Increéase OCCurmfifljerstand the mechanism of Marangoni convection during boil-
at or around the critical r_mcelle qoncentratlcmm.c.)of the sur- _ing. Several experimentfal6—18]and numerica[19—24 inves-
factant[2—4]; the c.m.c. is described by the state where colloidjyations are reported in the literature that address thermocapillary
sized clusters or micelar aggregates in bulk-phase are formed;ghyection around nongrowing air bubbles in both terrestrial and
solutions[5]. Of the different mechanisms that come into playicrogravity conditions. Relatively few studi¢8,21] have con-
[1,6], the transport of surfactant molecules from the bulk solutiafigered the effects of surfactant additives on Marangoni convec-
towards the growing vapor-bubble interface is possibly the mogbn. For steady-state computations, Kao and Kenijil] as-
critical to the modification of the bubble dynamics during boilinggumed a stagnant cap, similar to that observed on drops and
in agueous surfactant solutions. While the variation in temperatusgbbles moving in surfactant solutiof5], and found an overall
along the bubble interface induces thermocapillary convection $uppression of convection. Stagnant cap behavior refers to an im-
the surrounding fluid, the presence of concentration gradients duebile portion of the bubble interface, which is modeled by the
to non-uniform surfactant adsorption at the vapor-liquid interfaago-slip boundary condition while the rest of the interface allows
lead to diffusocapillary convection. Both these types of Maslip. However, boiling is a dynamic process, where typical bubble
rangoni convection may play a significant role in the heat removiifie times are about 15 to 50 nj26—34] 6ee Table 1and, with
process during nucleate boiling. surfactant diffusion times of 5 to 10 nj85—37, a stagnant cap

In one of the early studies, McGrew et 4] identified the may not be formed. Furthermore, surfactant-specific adsorption
mechanism of thermo-capillary convection at the bubble interfakéetics, which is generally dependent upon the additive’s mo-
in nucleate boiling of water. Their observations are further supgcular structure, ionic nature, and molecular weight, among other
ported by the experimental findings of Huplik and RaitHi8y, factors, governs the surface excess concentraf@fis4Q, which
Straub et al[9], Arlabosse et al[10], Baranenko and Chichkanin turn drive diffusocapillary flows.
[11], and Straub12] for microgravity boiling, and Marek and In macro-surface boiling, surface tension forces become appre-
Straub[13] for subcooled pool boiling. Thermocapillary convec<Ciably important at small length and time scales, when bubble
tion is generally characterized by a strong jet-type flow th&rowth tends to _be influenped by _the short-time-transient h_eat
projects outward from the bubble crown with cooler liquid beingansfer mechanism associated with the temperature-gradient-
drawn inward toward the heater surface and the bubble base. Hiven Marangoni convection around the boiling nuclei. The
temperature nonuniformity along the bubble surface during theBecleating cavity sizes for water typically range from 1-%0@

flows, with peak temperature gradients of 55 to 115 K/mm, hadable 1), which effectively represent the length scale of incipient
been shown in several holographic and interferometric studiBybbles. In surfactant solutions, the surface tension is depressed

considerably and relatively smaller cavities tend to nucleate. Also,

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF with somewhat comparable time scales fC?I’ surfactant diffusion in
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 18Vater and bUbee.grQWFhv and the nonumform surfaCt?-nt adsorp-
2002; revision received May 16, 2003. Associate Editor: V. P. Carey. tion at the vapor-liquid interface, a concentration gradient devel-
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Table 1 Typical ranges of cavity sizes and bubble growth
times for saturated boiling of pure water and aqueous surfac-
tant solutions

Cavity sizes~ry, [ um] Bubble growth timegms]

Pure water
10-100 Hsy26] 25-30 Dergarabedigr27]
3-30 Kenning and CoopéR8] 15-20 Han and Griffith29]
1-10 Gaddig20] 15-25 Hahn and Ribeirf80]
12-100 Kant and WebégB1] 20-50 Son et al.32]
Aqueous surfactant solutions
5-10 Wu et al[33] 10-30 Wu and Yan¢j34]
5-20 Wu et al[33]

ops around the bubble that induces diffusocapillary flows in the
surrounding bulk fluid. The combined influence of thermocapil-
lary and diffusocapillary convection lends to a rather complex
flow field in the bubble vicinity.

This study computationally investigates the mechanism of Ma-
rangoni convection, driven by both temperature and concentration
gradients, in low-concentratioif®—500 wppm), aqueous solutions
of sodium dodecyl sulphat&DS), an anionic surfactant, around a
fixed-size, hemispherical-shaped vapor bubble, located on the un-
derside of a heated wall maintained at uniform temperature; in
pool boiling with large diameter 32r,) cylindrical heaters,
bubbles mostly originate from its undersifg,6]. Computations
are carried out for different bubble sizes<t,<100uxm), which
are typical of boiling nuclei in water and aqueous surfactant solu-
tions (Table 1)for varying heat flux and surface cavity conditions.
This model is consistent with the early-time-transient, post-
inception, experimental observations of Dergarabedlf that
nucleated bubbles can maintain their size for a significant period
of time (~O[10] ms), and it is thus a first-order characterization
for very short time transients (Ls<t=<1 ms;t<<average bubble-
growth time). The critical cavity sizes for such viable bubbles in
saturated nucleate boiling and the presence of superheated bound-

ary layer with 100<g}, <1000 kW/nt, are in the 3—5Qum range Fig. 1 Vapor bubble and surrounding liquid field:

Heater
Surface

Bubble Surface

Outer
Boundary

(a)

[41,42]. Their hemispherical shape, typical of early-transiedbmain, and (b) typical computational grid

bubble dynamic$43], represents a contact angle of 90 deg, nomi-
nally found in boiling of water on copper surface$,45]; the
contact angle variation for low-concentration aqueous SDS solu-
tions tends to be quite smdB4], and the hemisphere provides a
first-order simulation of experimentally observed shap24].
The convection behavior in very short time-transignthich are
critical to the early stages of incipience boilirground the nucle-
ated bubble for a broad range of thermocapillary and diffusocap-
illary Marangoni numbers is delineated, and the influence of sur-
factant additives on the Marangoni convection in their dilute pre-
micelar aqueous solutions is highlighted.

Mathematical Formulation

The physical model and coordinate system for the hemispheri-
cal bubble on a uniformly heated, downward-facing, high-
conductivity heater surface in a liquid pool of aqueous SDS solu-
tion is shown in Fig. 1(a). At the time of bubble inception (
=0), the initial condition is given by a uniform temperature gra-
dient in the viscous, incompressible Newtonian liquid. For lami-
nar axisymmetric flows around the nondeformable bubble, a

(b)
(a) physical

o i @ )+_a< )

SO T sing) "V 90\ Tsing
A= _aaircosef )
" rsing (rsind)+4g| sin a r 96 @

JT, T, v T, o .
T T Y )
dC _oC v aiC S '
Fr T @
&F+2UF+ J ingol)
St t27, T iosing a9 SOV
D ! 3('00_ +D(Q (5)
=Dg 5—— = | sinf— —
S rgsing 260 d60 ar Tzrb

vorticity-stream function formulation in two-dimensional spheriHere the stream function and vorticity are defined as

cal coordinates is employed. Thus, by invoking the Boussinesq

approximation to account for the body forces, the conservationu—i
equations for stream function, vorticity, energy, surfactant bulk, =

and surfactant surface transport, can be stated as

E2y=wr sing

@)
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_ 1

o 1o _ du
o™ 5
(®)

1 oy
T2sing 90’

Sin

)
B
=

and the differential operators are given by
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Table 2 Langmuir-Hinshelwood  (L-H) kinetics parameters for

2 various concentrations of SDS at 25°C  (Chang and Franses

e sinea(l a)

gr2 2 d6\sing 36 [38]; T',,=10X10~° mol/m 2)
— 1[a(_ 9 1 9 P C.. [mol/m® (wppm)] ka [M/s] ko[ 1] B
2=— =(?%+—— sine—) (7) —
T2lor\" oar]  sing g6 a6 1.7(490.11) 5.5x1074 500 52
3.3(951.39) 9.0x10°4 818 22
With symmetry conditions at=0 deg, Eqs(1) through(5) are 8.1(2335.2) 3.0 2.73x10° 32

subject to the following initial and boundary conditions: zero flow
uniform temperature gradient and bulk concentration, and zero
surface concentration &t 0; zero flow, uniform temperature gra-

dient and bulk concentration at far field; no slip, constant tempera-

ture, arlld zerog-direction concentration gradient on the heateéent@ti_ongs, but also on the fraction of the uncovered surface
surface; zero radial velocity and temperature gradient, subsu_rfz(i_r/r ). The exponential multiplier in both the adsorption and
concentration, and zeré-direction surface-excess concentratio desorptirgﬁ rate terms accounts for the effects due to a more pro-

gradients ay=0 deg and 90 deg on the bubble surface. ounced decrease of the adsorption rate with increasing surface
Furthermore, special attention is required for the tangential VES . p ) g
overage. Computations have been carried out for three different

locity (or shear stressand subsurface concentration boundar . . .
conditions at the bubble surface. The spatial variatioo ofue to fgror:ﬁegtr:gggnznoé ?:?;'sg[)égh:r?g 'tlk?g’sear:gﬁn\a/vseraer;blitgtlggdin

non-uniformities in temperature and concentration gives rise t aq,ble >

tangential force. In addition, the interface itself has surface she To render the governing equations dimensionless. the followin
and surface dilation viscosities, which give rise to corresponding . 1€ g .g q ' 9
riables are introduced:

forces[25]. Considering only the surface tension force, the she
stress balance at the bubble surface therefore yields r=riry, t:(at_)/rﬁ (12)

— (v}, 1au]_1fss a?+aa aT|
YT T T T gTF% (;r;ﬁ
In the present analysisﬂ(.r/a?_)F is taken from the experimen- T=[(Tw=TDk/rpay], C=(C/C.), I'=(T/Tw)
tally determined adsorption isotherms for SDS soluti¢8g]. E2=r§E2, V2=r§V2 (14)

Whereas §o/dl')7 is obtained from the Langmuir isotherm, ) ) )
which relates surface tensianwith surface-excess concentration] NUS, by settingD =Dy, the conservation equations take the

I' at equilibrium under constant temperature conditions and can &

u=(rpila), v=(rpla), P=Pra), o=(iola),

M (8) (13)

expressed as E2y=wr sing (15)
a':a'o-i-nRO?len[l—(F/Fm)] 9) o d ) d )
- —+sinég| ur (9_ —0 +v (9_(9 —0
Thus, assumingl =T, for pure water at atmospheric pressure FArsin rsin
yields Pr . . dT cos6 JdT
_ _ = ——FE?(wr sinf)—Ra-Pfsing—+ —— —
(9019T)7=—NRTee /(T y—1)] (10) rsing o r a6
Surfactants in aqgueous solutions diffuse towards the vapor/ (16)
liquid interface and subsequently get adsorbed on it. This is a JgT  oT v T
time-dependent process and in the early transients lends to a dy- 3 +u r + = EY] =V2T 17)
namic surface tension, which reduces to an equilibrium value after rr
a long time[37]. While the adsorption stage involves transfer of dC  oC vdC D
molecules between the surface and the subsurface layer of few E+UE+ T8 ;VZC (18)

molecular diameters thickness below the surface, the bulk convec-
tion and diffusion of surfactant molecules involves transfer from

ar 1 9
bulk to the subsurface layer and takes place over much larger E+2ul“+ .—gﬁ(sin ovl’)
distances than the thickness of the adsorption I1E3@}. An equi- sin
librium adsorption isotherm relates the surface excess concentra- 1

1 a( ) ear +1&c
sind 90 sin a6) " sar

tion I" at equilibrium with the subsurface concentrat@n. Under e (19)
dynamic conditions(or nonequilibrium adsorption however,
aqueous surfactant systems show diffusion controlled, kinetic camhere, the Lewis number lzea/D, and the non-dimensional ad-
trolled, or mixed diffusion-kinetic controlled adsorptip88—-40.  gorption length =T, /r,C... The corresponding initial and

In the present study, the modified Langmuir-HinshelwébeH)  poundary conditions in terms of the dimensionless variables are:
kinetics[38] that represents the mixed-kinetic adsorption is used

to describe the dynamic adsorption of the surfact®@S). The Initial (t=0): ¥=0, =0, T=r cosé,
kinetic expression is consistent with the Langmuir isotherm at c—1 d T=0
equilibrium and has the form, =L an =

r=1

&E - F F o F Far field: 4=0, =0, T=r,cosé, and C=1
D ,TT‘ =kaCs| 1~ 1“_m) exp( -B r_m> —kil' exp( -B r_m) Heater surface:y=0, w=(1/r3)(5%yld6),
r:rb
(11) T=0, and (4C/36)=0
wherek, , ky, andB are, respectively, the adsorption rate, desorp- Symmetry surface:y=0, w=0
tion rate, and an empirical parameter. This expression indicates ' '
that the adsorption rate depends not only on the subsurface con- (dTl99)=0, and (dC/30)=0
860 / Vol. 125, OCTOBER 2003 Transactions of the ASME
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Bubble surface:y=0 Table 3 Comparison of computed steady-state results for wa-
' ter (T, =constant) with those of Kao and Kenning [21]

_2 % r7T+M _no A dTIar)=0 [l
=|sing ar Mar 55 TMas Ty 50 (9T/N=0, Y
Mar Bi Present study Ref21]
C Ka's C(1-T BT r BT d 500 0 17.2 15.9
-— = —TIexp— ——exp— , an . .
arf_, D s Jexu ) La XK ) 500 11.3 1.97 1.95
- 2050 11.3 5.11 6.9
(T'136) p—g 9= 0 2250 11.3 6.96 7.9

where the thermocapillary and diffusocapillary Marangoni num-
brers, and Langmuir number, respectively, are defined as
3 —(da/dT)riqy, _RoTwarﬁ the explicit method, the maximumt was set as 10° with in-
ar= Ko » Mas= ap and creasingly smaller time stepA{<10°) required for higher Ma-
_ rangoni numbers and larger time periods. Computations were car-
kaC. ried out for the initial transients up to 1 ms, which corresponds to
= kgl the time scale for the existence of boiling nuclei before their
m growth. The validity of the numerical solutions and grid refine-
Here the liquid thermo-physical properties are evaluated at thgent were established by comparing the results for purely thermo-
saturation bulk temperatu@00°C), and (o/dT) is taken from capillary convection in water with those of Jabaf@@]. The ex-
the experimentab(T) measurementi37]. cellent agreement between the two is seen in Fig. 2, where the
maximum stream functiopy,,| values are graphed for the condi-
tions of uniform wall heat fluxgy, and initial bulk temperatur@..
Computational Procedure and Validation everywhere. Furthermore, as listed in Table 3, there is good agree-
The governing differential equations were discretized using tHent with the steady state results of Kao and Kenfig for the
forward-time, central-space differencing scheme, except the c&nditions of constant wall temperature and initial unlform_ bulk
vective terms for which a hybrid scheme given by Manglik anifmperature gradient. It may be noted that Kao and Kenning es-
Bergles[46] was used. Explicit time marching was employed fopentially solve a conjugate problem |nvolvmg condgctlon |ns!de
its accuracy in small transients and simplicity of use, and numeff€ heated wall, and this may perhaps explain the slight variations
cal solutions were obtained by using successive-over-relaxatiBRiveen the two results. Additional details of the computational
by lines with a maximum relative error of 18. The location of Procedures and grid refinement can be found in F4S].
the far field boundary condition, which is influenced by Ma-
rangoni number and transient tirfe9,21—22], required a trial and ; :
error procedure and was set at 10-to-20 times the bubble radiul'?s.eSUItS an_d Discussion ) o
To ensure a finer mesh near the bubble surface, the coordinat€omputational results for different combinations of a broad
transformatiorr = * was employed withA z=0.0023. A uniform range of controlling parameters €Ir,<100um, 10'<qy,
grid of A¢=2 deg in the¢-direction was used and this has beer<10° W/m?, 0<C..<8.1 mol/n¥, 6<Ma;=<1000, and 6Mag
shown to be sufficienf47-48]for this type of computational <8.6x10°) are presented. These are representative and typical of
problem. A typical grid structure in the computational domain igucleate boiling in water with or without surfactant additives.
shown in Fig. 1(b). Because of the constraint®himposed by Also, the buoyancy effects represented by Rayleigh number are

La

(20)

8 T T T T T T T T T
i Present Study 7 102 F T T T T T T TTT T T T T T T T T T T TTT a
7 m  Jabardo [22] o= n="Tum } May =6, i1 WATER 1
i i [ —e— r,=10um T ]
| | |l —9%— rn,=10um _ L 1
6 m —x— 1 =40um } Map=100,i=2
B ] B | —o— r,=10um _ _
5L - | —m— =100 um S Mar=600,i=3
10" F =
— . : : :
4 | _ L ]
Z : ! ]
L | = L ]
3 — -
i l 10° 3
2r ] .
L Ma;=500,Ra=0  ~ ]
17 /m WATER 7] 3
e .
O L L L I I I . . I 10_1 Ll L | 1 N |
0.0 0.1 0.2 0.3 0.4 0.5 10°3 102 10t 10°
Time [s] 7, [ms]
Fig. 2 Comparison of computed transient variation of |, for  Fig. 3 Effect of Ma r and r;, on the transient variation of ||
pure water with the results of Jabardo  [22] for pure water
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) o

Water SDS
Temperature (SDS) Concentration
Fig. 4 Dimensionless stream function distribution for Ma-
rangoni convection in pure water and aqueous SDS solution Fig. 5 Dimensionless temperature and concentration con-
(C.=1.7mol/im?, Mag=1.1X10% for r,=10 um, and Ma,=600 tours for r,=10 um, Ma;=600, and Mag=1.1X10" at (a) 2 us,
at (a) 2 us, (b) 20 us, and (c) 200 us (b) 20 us, and (c) 200 us

radius, and the results for a single bubble can be adequately ex-
negligible for these nuclegil~100um), and the results are there-trapolated for other bubble sizes under the influence of same
fore applicable to most conditions ranging from zero to eartkla; .
gravity. The transient stream function distributions for water and SDS
Figure 3 gives the magnitude of the maximum dimensionlegg|ution ,=10um, q,=10°W/m?, C.,,=1.7 mol/n?, May
stream functior} | values in the vortex core of thermocapillary_ 600, Ma;=1.1x10%) att=2, 20, and 20Qus, are depicted in
convection in pure water (Mg-0, 6=Ma;<600) over a 1-ms rjg 4 |t s seen that with progressing time, a bulk fluid vortex cell
period for varying bubble sizes. Here the abscissa represents,g ciockwise circulationsets in motion near the bubble inter-
normalized time that is scaled by the square of the ratio of bubllg.o ¢ brings the cold liquid from the bulk pool towards the
radii as follows: bubble base and circulates it back in jet streams at the bubble
n=t(r;/ry)% T;=1 um, and T,=rz=10 um crown. In the early transient®—20 us), the circulation pattern

(21) and its strength are the same in both water and SDS solution. At
o . . — longer time (200 us), however, only a fraction of the bubble in-
In general, it is seen that the circulation strength is higher QL ) e remains active in the aqueous surfactant solution, and the
larger Ma:, which, f(gr water with constant properties, dependgyera|| circulation strength is reduced significantly with the vortex
solely uponry, and gy, [see Eq.(20)]. However, when time is ce|| no longer remaining symmetric but skewed towards the
scaled by the ratior(/r,)?, the flow development around thepubble base. The corresponding transient temperature and concen-
vapor bubble is seen to be independent of the wall heatdjux tration contours in the aqueous SDS solution are shown in Fig. 5,
This is amply illustrated by thpy,,| values graphed in Fig. 3 for where the bulk convection in the fluid region two-times the bubble
thermocapillary Marangoni numbers of 6, 100, and 600. Momadius around the interface is mapped. The penetration of flow in
significantly, these results imply that thermocapillary convectiotihe stagnant bulk fluid as well as the development of concentra-
in pure water has similarity solutions with respect to the bubbléon sublayer around the bubble interface, and the progressive
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L1, =40 um

2.0 2.0

3us t=3pus
Y, =-0.2563 | v, =-0.4138 t=3us | t=3ps

2.0

t=10ps t=10ps
Y, =-0.5795 |y, =-1.1956 TST0Rs T 107s

0.5
1.0
15 1.5
2.0
\_02 t=30pus t= 10041175208 *
vy, =-0.8105 | y,=-4. t=30us | t=100ps

Fig. 6 Dimensionless stream function distributions in aque-

ous SDS solution at g},=100kWw/m? and C,=1.7 mol/m?3
around bubbles (with normalized radial coordinates ) of differ-
ent sizes: (a) 10-um, Ma;=60, Mag=1.1X10% and (b) 40-um,
Ma;= 1000, Mag=1.8X10°

Fig. 7 Dimensionless temperature distributions in aqueous
SDS solution at g},=100 kW/m? and C,=1.7 mol/m?3 around
bubbles (with normalized radial coordinates ) of different sizes:
(a) 10-um, Ma;=60, Mag=1.1X10* and (b) 40-um, Ma;=1000,
Mag=1.8X10°

increase in its thickness, is seen clearly from the changing natip@ing comparatively closer to the interface than that around the
of isotherms. With progression of time, the thickness of the cod0-um bubble. The isotherms in Fig. 7 show the corresponding
centration sublayer becomes considerably nonuniform along thfiations in the fluid temperature close to the bubble surface, and
bubble surface and increases from the bubble base to the bukibfiicate a relatively stronger jet effect away from the bubble
crown. Moreover, the liquid jet, issuing at the bubble crown, alsgrown for the larger bubble.
tends to distribute the surfactant over larger distances in the bulkFurther insights into the surfactant adsorption behavior and its
fluid. influence on the interfacial flow dynamics are obtained from Figs.
For a constant wall heat flux and surfactant bulk concentratiod,and 9. The variation if,,| with time shows well-defined maxi-
the combined thermocapillary and diffusocapillary Marangornum values for surfactant solutions of all concentrations and
convection is found to be dependent upon the bubble size. Thidighble sizes. The characteristic time corresponding to this peak
evident from Figs. 6 and 7, where dimensionless stream functibfm| value represents the time at which surfactant effects start
and temperature contours at three different time steps are grapHeginating over the temperature effects in the development of
for two bubble sizeg10 and 40um); the radial coordinates in overall fluid circulation. The adsorption of surfactants at the
both figures are normalized with the respective bubble radius sov@por-liquid interface of the bubble creates a surface excess con-
to magnify the flow and temperature development in the bubbfentration gradient, which acts in the opposite direction to the
vicinity. For a fixed time evolution, the larger bubble tends to haviéposed temperature gradient. This is also implied from the vor-
higher circulation strength owing to a larger value of{MBig. 6). ticity boundary condition at the bubble surface, and it results in
Also, in this case, the eye of the vortex is comparatively nearer tte reduction of thermocapillary convection around the bubble.
bubble interface and towards the heater surface. For times thar time periods smaller than the characteristic time, the circula-
correspond to the peaking in the maximum value of stream furféen strength in surfactant solutions is approximately same as that
tion in the core of the vorte30 us for a 10um bubble, and 100 of pure water. However, at higher timeg,,| values drop consid-
us for a 40um bubble), the fluid circulation becomes more symerably, indicating a significantly weak circulation. The character-
metric with the center of the vortex around the A bubble istic time for a givenr, is independent ofy;, (or Ma;), and it
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Fig. 8 Effect of surfactant additive on the transient variation of

|| for different Ma

depends solely on the surfactant concentraEQr(Figs. 8 and 9).
Furthermore, at a fixed value qf, (or May), this dependency on
C.. (or Mag) is seen in Fig. 9 to have a progressively decreasin

trend with corresponding increase @y, .

The characteristic time behavior noted above may perhaps ha
a correlation with the nature of surfactant adsorption at the bubbic
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Fig. 9 Effect of surfactant concentration on the transient

variation of || for r,=40 um and Ma ;=100
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of SDS in water

the interface leads to the development of a concentration sublayer,
with the bulk convection promoting surfactant transport. Based
upon the nature of their adsorption kinetics, surfactant molecules
adsorb from this sublayer on to the bubble surface. The character-
istic time could then be taken as a measure of surfactant adsorp-
tion for the given bulk concentration, and should thus be indepen-
dent ofqy, andry,. This interpretation is very well supported by
the results in Fig. 10, where thj¢,,| values for various combina-

tions of Ma, and r, at a fixed value ofC., (1.7 mol/n?) are
graphed against a modified timgwith ry, in um) that is defined
as,

=t(ro/rp); ro=1um (22)

Figure 10 clearly shows that all the curves peak around the same
value of 7 (~25-30us) for the SDS concentration of 1.7 moffm

in water. Similar values of for otherC., values can be expected

on the lines of those presented in Fig. 9.

Additional features of the adsorption behavior of surfactants at
the interface can be ascertained from the transient plots of surface-
excess concentratidn along the bubble surface that are given in
Fig. 11. Results for 10 and 4@m-radius bubbles and SDS con-
centrations of 1.7 and 3.3 molfrare presented. With the growth
of concentration boundary layer, the surface concentration of sur-
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Nomenclature

__ B = empirical parameter, Eq11) and Table 4 —]
C, C = dimensional and dimensionless concentration
D

| P [mol/m?®, —]
= apparent bulk diffusion coefficierﬁmzls;
D, = apparent surface diffusion coefficigmh/s]
g = acceleration due to gravifyn/s’]
o 0 k = thermal conductivitf W/m K]
Ams |r,= um = i
o i S0 - ss o < asorpton e parameti
F—— 0.1ms}rb=40um B d _ p ; p -
—=— 1.0ms | Ma; = 1000, Mag = 8.6x10° La = Langmuir number, Eq(20) [~]
| —— 0.1ms ] r,=40pum | Le = Lewis number=a/D[—]
—%— 1.0ms ; Ma; = 1000, Mag = 1.8x10° Ma; = thermocapillary Marangoni number, EQ0) [—]
—o— 0.1ms }'b= 10 pm . Mag = diffusocapillary Marangoni number, EO) [—]
¢— 1.0ms JMar =60, Mag = 1.1x10 n = counter-ions adsorption factpr |
oA b———t Pr = Prandtl number=v/a [—]
0 10 20 30 40 50 60 70 80 90 q\’,i’ = wall heat qux[W/mZ]
Bubble 0 [deg] Bubble Ra = Raleigh number,z(gﬁq'v’vrﬁ/kav) [—]
crown ' base _Ro = universal gas constapi/mol-K]
) ) L ) ) r, r = dimensional and dimensionless radial coordinate
Fig. 11 Transient variation of dimensionless surface excess [m,—]

concentration I along the bubble surface = bubble radiugum or m]

_Tp
T, T = dimensional and dimensionless temperafite- |
t = dimensional and dimensionless tifg—]

u

u, u = dimensional and dimensionless radial velocity
factant increases with time. All the profiles typically show a maxi- [m/s,—]
mum value ofl" at the bubble crown with progressively decreas- v, v = dimensional and dimensionless tangential velocity
ing values towards the bubble base. This occurs due to the surface [m/s,—]

= dimensionless transformeecoordinate] — |
symbols

convection of SDS molecules from the bubble base to the crown, z
in addition to their self-diffusion. The concentration gradients th%reek
are thus developed oppose the temperature gradients, resulting in o )
reduced convectior(Figs. 8 and 9). Moreover, in the short @ = thermal diffusivity[m®/s] .
transient-time-period scales considered in this study, no stagnant 8 = coefficient of thermal expansidd/K]
cap behavior is observed for the range of parameters investigated. ¢ = dimensionless adsorption length,I'y, /r,C.. [ —]

I', I' = dimensional and dimensionless surface-excess con-
centration[mol/m?,—]
dynamic viscosityN s/nf]
kinematic viscositym?/s]
angular(or tangential)coordinatedeg]
surface tensiofiN/m]
modified time, Eq(22) [ms]

Conclusions

For the constant-size hemispherical bubble nuclei(g
=<100um) located on the underside of a heater surface in a stable
stratified water pool, the thermo-capillary convection yields simi-w, dimensional and dimensionless vorticfiy %, —]

larity solutions for a given Ma. Correspondingly, the results for = dimensional and dimensionless stream function
a single bubble can be extended for other sizes by the appropriate m¥s,—]

€« € 9Q % ¥
Il

time scaling given by Eq(21). When surfactants are present itre%“b -
water, there is generally a reduction of the overall or combin scrip
thermocapillary and diffusocapillary Marangoni convection. Also, m = maximum

the circulation strength, as represented by the maximum stream s = subsurface

function value for a givery!, (or Ma;) and C.. (or Mag), is sat = at saturation conditions
dependent upon the bubble size; larger bubbles have stronger cir- W = at heater surface
culation. The reduction in Marangoni convection, in aqueous sur- > = bulk, far field condition
factant solutions, is seen to be quite significant after a character-
istic surfactant adsorption time, WhICh corresponqs to the tiM®eferences
period for the development of maximum or peak fluid circulation. [1] Wasekar, V. M. and Mangik, R. M., 1099, *A Review of Enhanced Heat
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Binary Fluid Mixture and
Thermocapillary Effects on the
Wetting Characteristics of a
Heated Curved Meniscus

David M. Pratt

United States Air Force,

- An investigation has been conducted into the interactions of binary fluid mixtures (pen-
Wright-Patt AFB, OH 45433-7542 " .
rignEraterson AT, tane [GH;,] coolant and decane [GH,,] additive) and thermocapillary effects on a
Kenneth D. Kihm heated, evaporating meniscus formed in a vertical capillary pore system. The experimen-
Department of Mechanical E?]gineering tal results show that adding decane, the secondary fluid that creates the concentration
Texas A&M University' gradient, actually decreases the meniscus height to a certain level, but did increase the
College Station, TX 77843-312§ sustainable temperature gradient for the liquid-vapor interface, so did the heat transfer

rate, delaying the onset of meniscus instability. The results have demonstrated that inter-
facial thermocapillary stresses arising from liquid-vapor interfacial temperature gradi-
ents, which is known to degrade the ability of the liquid to wet the pore, can be counter-
acted by introducing naturally occurring concentration gradients associated with
distillation in binary fluid mixtures. Also theoretical predictions are presented to deter-
mine the magnitudes of both the thermocapillary stresses and the distillation-driven cap-
illary stresses, and to estimate the concentration gradients established as a result of the
distillation in the heated pore.[DOI: 10.1115/1.1599372

Keywords: Binary, Evaporation, Heat Transfer, Thermocapillary, Thin Films

Introduction face tension, can act to pull down the evaporating, hotter thin film
ion with lower surface tension. Therefore, these surface tension
dients result in thermocapillary stresses, or the pulling action,
acting near the contact line which can degrade the wetability of

Heat transport devices capable of dissipating high intensity he;%g
energy as high as 200 W/érare required for cooling electronics;

hypersonic and re-entry vehicles; satellites; propulsion anq .th i liquid as has been seen in many published wiBks).
mal energy recovery systems; cryoprobes; permafrost Stab'"z‘?rsizhrhard and Davif5] showed that the spreading of a drop on a
and roadway deicers among others. Of the heat transport devigg&ace in the direction of increased wall temperature is retarded
presently under consideration in this regime, most utilize the Igs|ative to the spreading of a similar drop on an isothermal sur-
tent heat of vaporization via liquid-vapor phase change. Relevagte  Furthering this work, Hockini] showed that the advance-
to the present research are passive capillary-driven phase chap@®t or spreading of an evaporating drop is retarded due to the
devices[1]. In these devices, the phase change occurs in a liquighaporation process. Sen and Dafi§ showed that, for a slot
saturated porous or grooved media where capillary forces provigignfiguration, surface tension gradients create a fluid surface flow
the driving potential for the liquid flow from the condenser to theield, which also affects the liquid wetability. Anderson and Davis
evaporator. Ultimately for low temperature devices, the rate gd] analytically demonstrated that the flow field was coupled to
which the condenser can re-supply liquid to the evaporator limifse temperature field through the thermocapillarity as discussed by
the heat transport. In practice, however, this capillary heat traren and Davi$7].
port limitation is rarely achievefl]. One possible explanation is Recent studies of rewetting of liquids along inclined heated
that design predictions over-predict the wetting characteristiptates by Ha and Peters$@] and Chan and Zhand 0] showed
since they are based on a ‘maximum capillary potential’ whictihat the maximum wicking height measured was beneath that pre-
presumes that the liquid within the porous structure is perfecttlicted using the typical Laplace-Young equation by as much as
wetting and static conditions exist at the evaporating menisci. Dihirty percent. Pratt and Halling#] established and experimen-
namic effects, other than those due to viscous flow losses, are tally verified the relationship between the liquid-vapor interfacial
considered. temperature gradient and the wetting characteristics of a liquid
The speculation here is that the dynamics associated with fluidthin small pores. They showed that thermocapillary stresses act-
motion and heat transport in the vicinity of the evaporating médg near the contact line of the advancing liquid front inhibit the
niscus can detrimentally affect the driving capillary potential byetting of the liquid thereby reducing the wicking height.
degrading the wetting ability of the working fluif3,4]. The The predicted degradation leads to a reduction in the capillary
change in wetability is the result of non-isothermal liquid-vapoPumping potential in capillary heat transfer devices and thus a
interfacial temperatures near the contact line arising from botaduction in their ability to transport energ®]. Thus the question
non-uniform substrate wall temperatures and non-uniform evapdises as to how to minimize this reduction. The degradation arises
ration. Either or both of these influences yield surface tensidiPm thermocapillary stresses along the liquid-vapor interface due
gradients on the liquid-vapor interface, with positive slope towar@ the reduction in surface tension with an increase in temperature.
a cooler region of the interface. For example, if the pore wall {@ne possible solution to counteract the degradation is the intro-

heated, the relatively cooler pore center region, with higher sifiction of a small amount of a relatively high surface-free-energy,
less volatile fluid (additive) into the volatile or relatively low

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF Surface_.free_energy WOfKIng fluid. This WOUl.d res_ult Irl an In_
HEAT TRANSFER Manuscript received by the Heat Transfer Division November 22Cr€ase '_n the concentration of the less volatile ﬂ_U|d with an in-
2002; revision received May 16, 2003. Associate Editor: G. P. Peterson. crease in temperature or the preferred evaporation of the lower
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Fig. 1 Liquid-vapor interface of a binary mixture working fluid
with heated pore wall

Fig. 2 Binary mixture meniscus inside a capillary tube with an
induced temperature gradient by wall heating and a concentra-
surface-free-energy fluid. This would thus result in a concentréien gradient by distillation of a more volatile working fluid
tion gradient for additive in the opposite direction to the tempera-
ture gradientgsee Fig. 1), and the additive concentration gradient
is consistent with the surface tension gradient of the mixture, sgeteristic of a liquid in a pore is the wicking height. For static
called distillation effec{11], which counteracts the thermocapil-interfacial conditions, it can be predicted with the Young-Laplace
lary surface tension gradient. equation[15].
The distillation effects of binary mixtures for the case of super-
heated or pool boiling cases have been examined by several re- P,—Pi=0K 1)

searcher$12-14. Reddy and Lienharfil2] presented an obser-  The reduced liquid pressure at the meniscus causes the liquid to
vation of the presence of induced subcooling because @fck to a heighth (Fig. 2), which for an axisymetric pore of
composition differences that makes the liquid bulk temperatufgdiusr and a condenser of radil gives rise to the following
lower than the vapor temperature. Avedisian and Pifd/ re-  expression

ported the critical boiling heat flux for pentane-heptane and

pentane-propanol binary mixtures under different saturation pres- h— 20(R—-T) 5
sures. Parks and Waynl] presented an anlytical model to pre- PON="R cosf @

dict the meniscus profiles near the contact line for a binary mix-
ture and showed an experimental validation. Their model al}ﬁ"
showed that the single most important mechanism for flow in t . A .
microscale evaporating meniscus region of 1 toutf thickness ynamic effects can ?"ter_ this wicking helg_ht.. . .

is the distillation-driven capillary stress resulting from preferential ON€ effect of heating is to produce a liquid-vapor interfacial
evaporation of the more volatile component. Reyes and Wayrf§fmPerature gradient near the contact line, with a negative slope
[14] presented an interfacial model to predict the critical heat fifpvard the pore center. This temperature gradient gives rise to a
for various binary mixtures and to compare their predictions with'€rmocapillary stressofrc) emanating from the contact line if
published experimental data. the contact line region is hotter than the remainder of the menis-

The present paper reports an experimental investigation tﬁ;éﬂts.Additionally, the evaporative transport from the meniscus due

was designed so that macroscopic wetting characteristics could‘@¢n® heat transfer induces liquid flow from the bulk pore region.

observed for a heated and evaporating meniscus within a simpieSociated with this flow are viscous losses along the wall of
e pore. The use of a binary fluid mixture gives rise to an addi-

capillary pumped loop. Specifically, it was designed to determi . .
the effects of binary fluid mixturegoentand CsHy,] coolant and tional stress along the interface resulting from the naturally occur-
el dgi’ng concentration gradient which tends to counteract the ther-

ered is the apparent contact angle amds the surface tension
the mixture. When the meniscus is heated via wall heating,

decang C,gH,,] additive) on the thermocapillary stresses arisin . : o
& Caottzo] ) priary ocapillary stress, because of the aforementioned distillation

near the contact line of evaporating menisci, within capillar P hile. both the th il d the flow | ff
pores, by measuring the capillary pumping potential or the menfeiect. While, both the thermocapillary and the flow loss effects
p reduce the wicking height, the concentration effect acts to

cus height differentials between the evaporator and conden§&
gate these effects.

cores. In addition, a preliminary analysis has been conducted®

examine the range of the parametric requirements to ensure aAkvertical force balance is applied to the control volume defined

ideal counter-balancing between the thermocapillary stress and fHet€ liquid column in the pore shown in Fig. 2 to determine the

distillation-driven capillary stress thermocapillary and flow loss effects on capillary potential. This
' results are in the following equilibrium condition.
Analysis (P,—P)7mr2+ (60— o1+ 0¢) 271 COSH— APggyr?

Analysis is presented to qualitatively explain the experimental — 027RCcOSH=0 ®)
results, rather than as a rigorous solution to the problem herein
discussed. The most easily measurable macroscopic wetting chvith P,—P,= —pgh. Dividing by 712 and substituting yields
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20R Table 1 Decane cqncentration at _the_ meni_scus top (Cy) for

c0S6— —— coSO— APy, 4 complete counteraction of the' distillation-driven cap|||ary to
2 the thermocapillary drive: for different decane concentrations
at the meniscus bottom, (Cg), and for different temperature

Elementary momentum analysis assuming fully-developed langradients along the meniscus,  (d7/dx)=102, 10°, 10*, 3X10*
nar pipe flow of radiusr gives an expression for the pressurend 6 X10%.
differential for the flow length_;,, measured from the bottom of
the capillary tube to the meniscus as,

2(0'70'1'(;4’0'(;)
pgh:—

Decane Concentration at the
Meniscus Bottom or Bulk Mixture Cg)

dTldx
8u(V) (K/m) 0.01 0.03 0.05 0.1
A Pflow:—z L fiow (4a)
r 107 0.01145 0.03145 0.05145 0.10145
o _ _ 10° 0.0245 0.0445 0.0645 0.1145
Considering the energy balance between the heat input to menis- 1 0.155 0.175 0.195 0.245
cus Qy and the evaporative mass flow ratg,,, the average 3% 10 0.445 0.465 0.485 0.535
flow velocity (V) is expressed as, 6Xx10* 0.867 0.887 0.907 0.957
Qwm
V)= pA[h¢g+CoAT] (4b)
where the cross-sectional arde 7rr? and the temperature differ- E[CYDJr(l_C)yP]
ential, AT=Tg,—T,, is set between the saturation condition at otc X B
the evaporating interface and the reservoir condition at the bottom ‘oz dC =1 11
of the capillary bulk. Combining Eq$4a) and (4b) gives 5[(00,3— voT)—(oop—vpT)]
8uLfiow Qm where the ratio of the temperature gradient to the concentration
APriow= 4 hgtCp(Tear Tr) (40) gradient must be ensured as,
pmr fg p\ ! sat r
Substituting Eq(4c) into Eq. (4) yields ﬂ
R = X [(oop=ypT)—(00p—vpT)] (12)
2(0—o1ct o 20R T-C=hc Cyn+(1—C
pgh:ucose——cosa i [Cyp+(1=Crel
r r2 ax
Note that the required ratii;_ varies with the mixture tem-
_ 8uLfiow Qm N TC

(5) peratureT and decane concentrati@h
par® NigTCp(Tsar Tr) Assuming a linear change in the decane concentration €gm
. . . . . . at the meniscus bottom point, or equivalent to the bulk mixture
This modified version of the caplllary pumping poter)tlal iNCOrPOsoncentration, ta; at the meniscus upper end,
rates yet undefined thermocapillary and concentration forces that

can be determined by examining the effects of liquid-vapor inter- C
facial temperature gradients on the surface tension. Assuming Cr= X r+Cs (13)
the mixture surface tension is linearly contributed by the mixture - o
concentration, For a specified {T/9x), (9C/ox) is given from Eq.(12) and the
concentration differentialC;—Cg can be calculated from Eq.
0=C(oop—¥pT)+(1-C)(oop—ypT) (6) (13). Table 1 shows example calculations @y for differentCg
) for the range of §T/dx) from 10 to 6x 10%, where a constant
so that letting value of R;_c=70.0 is used assumirf§=290 K. To be shown
do later in Results Section, temperature gradient along the meniscus
TCT TTe= o %o (7) surfacedT/dx for the present experiment spans up td b0 less

for all cases ofCg . Note that the decane concentration differential

and differentiation of Eq(6) with respect tox gives, C;—Cg increases linearly with increasing/dx, as expected.

do  JC

aT Experiment
% ax (Goo~ 0T ~0opt ¥pT) = ——[Cyp+(1-C)ypl

To accomplish the goal of the research, a single pore capillary
(8) pumped heat transfer device was constructed as shown in Fig. 3.
Qﬁﬂe test specimen shown is a closed, single pore evaporator cap-
lllary pumped loop consisting of a pore evaporator of 2 mm di-
ameter with 10 mm diameter pore condensers. This idealized and
oT enlarged evaporator was designed to study some basic physics that
GTCZE[CJ/DJr(l—C)yp]XO (9) can be extracted for potential applications to the meniscus devel-
opment in an individual pore of a porous structure of heat pipes
and and capillary pumps.
Heat is introduced via electrical resistance heating elements
dC mounted on the outer diameter of the evaporator pore. To mini-
oc=—[(gop=¥0T) = (00p= 7pT) %o (10)  mize convection losses and isolate the test specimen, shown in
Fig. 3, from ambient conditions, it was placed in a vacuum cham-
The thermocapillary stress, E(P), is of the same form as thatber (Fig. 4). The chamber was equipped with feed-throughs for
which was shown to exist by Pratt and Hallingh. thermocouples, pressure transducers, heater power connections,
For an ideal case, the thermocapillary stré8q. (9)) can be and cooling fluid lines.
completely counteracted by the distillation-driven capillary stress A roughing vacuum pump was used to evacuate the loop system
(Eq. (10)), i.e., and the vacuum chamber. The filling of the test loop system uti-

Finally expressions for the thermocapillary and concentrati
forces are obtained from combining Eqg) and(8) as,
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Table 2 Properties of Pentane and Decane
Pentane (€H1,) Decane (GoH»»)
(Working fluid) (Additive)
M=72.15 M=142.28
0=0.0155 N/m 0=0.0234 N/m
(at 20°C) (at 20°C)
T — 0op=0.04835 N/m 04q=0.05079 N/m
cater Coil clement 7920.0001102 N/mK 74=0.00009197 N/iTK
Evaporator Refractive indexn) Refractive indexn)
Condenses Coolant Tibe =1.3545 at 20°C =1.4102 at 20°C
(cold water passage) Teo=36.1°C at 1 atm Tao=174.1°C at 1 atm
p=621.4 kg/n p=1726.4 kg/ni
Condenser
*Fill Valve
@ denser region, a refrigerated circulator was used to pump a con-
A "7 stant temperature cooling fluid through the coolant tube wrapped
e around the exterior of the condenser region.
Thermocouple The capillary tube was heated using a fine Nichrome heater
Probes wire (spirally wrapped around the tube at the {tbyaving a resis-

tance of 1Q)/cm. It was connected to a precision DC power supply
capable of producing up to three amps at thirty volts. A shunt
resistor connected in series with the heating element allowed for
the current flowing through the heater to be determined by mea-
suring the voltage drop across it.

Calibrated thermocouples were used to measure the wall tem-
g"“"""se' perature of the capillary tube and to measure the temperature of
‘oolant tube L . .

the vapor path and liquid reservoir at the condenser. To determine

the temperature distribution of the evaporator region, thermo-
couples with 0.25 mm bead size were positioned at 0.5 mm inter-
vals along the capillary pore. This was accomplished by creating
two rows of thermocouples 180 deg apart. Each row had thermo-
couples placed longitudinally every millimeter and the two rows
have a longitudinal offset of 0.5 mm. Data were recorded using an
A/D board interfaced to a Pentuim 11l—500 PC. The associated
lizes a large fluid reservoir filled with the appropriate ratio of!Tors in the temperature readings wer.3°C with a 95% con-
working fluids. This reservoir is connected to the test specimdidence interval. A video microscope system was used to image
and a vacuum pump through complex plumbing that allowhe meniscus profile so ;hat the contact angle could be estlma'ged.
vacuum to be pulled from the specimen and the reservoir afigconsisted of a long distance microscope connected to a Hi-8
regulation of the fluid fill to the specimen. All of these processd&selution black and white camera. This image was recorded using
are controlled independently so that the amount of charging c&1 SVHS video recorder. The meniscus was back lit with a high
be adjusted. The working fluid consisted of a binary fluid mixturensity white light source, filtered to allow transmission of light
of n-pentane and decane. The properties for which are preserifed1€ green spectrum only and to block transmission of much of

in Table 2. Concentrations of 0, 3, 5, and 10% by volume ¢f€ thermal radiation in the infrared spectrum. _
decane were examined. To control the temperature of the conJhe refrigerated circulator temperature was used to set the lig-

Fig. 3 Schematic of the single pore capillary pumped loop

uid reservoir(condensertemperature at 5, 15, and 25°C. Tests

were run for each of these system states for variable heat input.
The test conditions and power input for the tests are summarized
in Table 3. The data presented in this table includes the bulk liquid

Capillary pore image : . :
s ‘ — reservoir temperature and the range of the considered power input.

. I::;:,":;':m Table 3 Experimental test conditions
Volume
concentration Condenser
of Decane temperature Heat input
(%) (°C) (W)
5 0-1.4
. _ _ 0 15 0-1.4
. Q! v b b\ 25 0-14
- ; o - 5 0-2.7
> g ! 3 15 0-2.6
\\ ~ f Single pore . 25 0-3
% 5 0-2.1
\. N e Microscopic o4 5 15 0-2.4
\ N\ ceo X 25 0-2.4
- St : 5 0-1.8
10 15 0-3
Fig. 4 Experimental setup of the single pore evaporator capil- 25 0-3
lary pumped loop (CPL) placed in a vacuum chamber
870 / Vol. 125, OCTOBER 2003 Transactions of the ASME
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(© (d)
Fig. 5 Capillary pumping potential versus wall temperature gradient: (a) Pure pentane, (b) 3% decane, (c) 5% decane, and (d)
10% decane in volume in the mixture with pentane.
Results mined from the thermocouple readings that are located closest to

For full examination of the experimentally determined wettingﬁz meniscus so that it can be approximated to be comparable to
characteristics, data is presented for the conditions detailedfi temperature gradient along the interfpt@ 17]. Note that the
Table 3. This presented data includes the steady-state wickifgasurements were stopped once any of the thermocouple read-
height versus wall temperature gradient for concentrations of 0,i8gs reached 110°C to prevent thermally induced cracking of the
5, and 10% decane in volume in the mixture with pentane. Thytass pore and the stable operation ranges could span farther al-
capillary pumping potential, or equivalent to the wicking heighlowing higher temperature gradients than presented. It shows that
differential between the evaporator and condenser pores, Wagre is little variation in wicking height with subcooling of the
measured by a cathetometer that essentially consists of a smglhgenser temperature for all the cases examined.

telescope with a horizontal hairline to be adjusted in height with | Fig. 6 the same data sets are re-grouped and re-plotted so

the meniscus bottom location and has a digital meter with MMhat the effect of the decane concentration on the capillary pump-

mum reading resolution of5 um. For each measurement condi- tential b lusivelv ob d. Th how that
tion, up to thirty (30) readings were averaged to alleviate thdd potential can be more exciusively observed. These show tha

uncertainties associated with the potentially subjective readifff 10w concentrations of decane the capillary pumping potential
variations through the cathetometer. is not deleteriously affected. However for high concentrations of
Tests were conducted until the temperature nearest to the hetgcane the wicking height, i.e., capillary pumping potential is
ing element exceeded 110°C or for the pure pentane case, thastically reduced, whereas their stable operational ranges have
system became dynamically unstable. Krexis on all plots is set been significantly extended. This is a result of the distillation pro-
to the same scale to assist in comparisons. Total errors associg@sk near the contact line where decane is the primary component
with these plots are=2.7% with a 95% confidence interval for theang thus dominates the wetting characteristics or contact angles.

capillary pumping potential measurements, anBl5% at a 95% 1, hqerstand the significance of this assumption, examination of
confidence interval for the temperature gradient assessment. . :
the contact angle is required.

Figure 5 is a presentation of capillary pumping potential versus_. . . . -
wall temperature gradient at the meniscus fdpare pentane), 3, Figure 7 is a semi-empirical plot of contact ar)gle versus I|qU|q
5, and 10% decane in volume. All binary mixtures show signifiémperature. The values presented were obtained by measuring

cantly extended temperature gradients with the onset of menis&8 Wicking height of a single pore placed within a large liquid
instability deferred in that meniscus said to be unstable when gsservoir held at a known temperature and calculating the contact
cillatory motion occurs. The temperature gradidiivdx is deter- angle using Eq(14).

Journal of Heat Transfer OCTOBER 2003, Vol. 125 / 871

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(a)
€251 ——— —_——————
E
< -+- Pure Pentane —=— 3% Decane -+- 5% Decane --*--10% DecaneJ
T -
1 " W— - . B —
05 = s
0 T T T T 1
0 20 40 60 80 100
dT/dx (K/cm)
15C

htt SEERRN ——;tft-—h—-—ntx’f“~n,-—-~sii (b)

3 ——
£251— - :
E
F =t 2 7 e e == — e e ——————

q& -+- Pure Pentane —=— 3% Decane -4- 5% Decane --*--10% Decane
1 - e S ma - = RIS
0.5 - -
0 T T T T al
0 20 40 60 80 100
dT/dx (K/cm)
25C

e T ©

E
c 24 = —_—————————
- -+- Pure Pentane —=— 3% Decane -+- 5% Decane --*--10% Decane|
1
0.5
0 T T T T !
0 20 40 60 80 100
dT/dx (K/cm)

Fig. 6 Capillary pumping potential versus wall temperature gradient for decane concentra-
tions: (a) condenser temperature at 5°C, (b) 15°C, and (c) 25°C.

hr Tg,— O
o= cost 23 (14) cosh= —2—2! (15)
g g
Then the Young-Dupre’ equatiofiEq. (15)) was applied to deter-  The produced contact angle data was then used in(Bqo
mine the variation in contact angle with temperature by assumiegamine the variation in wicking height due solely to bulk liquid

that the numerator was approximately constant with temperatuegnperature variations for pure pentane, and a decane in pentane
for the tested range and allowing the denominator to vary. mixture where a decane dominated contact angle is exp€&eigd
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Fig. 7 Contact angle versus liquid temperature for pure pen-
tane and pure decane

Dheater

Glass pore
Glass pore

din = (_k «dT/ dx)upper

Qout = (_k «dT/ dx) lower

Dmeniscus = 9in~Yout

Fig. 10 Energy balance at the meniscus to estimate the
amount of heat transfer into the meniscus

8). For pure pentane, the contact angle calculated for pentane was

used, and for the mixture, the contact angle measured for de
was used because of the distillation effect is prevalent near
heated wall. The results show similar variations in wicking heig
as those seen during testing. Thus the assumption that for h

= Pentaneidorf]iiﬁaea contact angle
-=-Decane dominated contact angle ‘

0 20 40 60 80 100
dT/dx (K/cm)

Fig. 8 Capillary pumping potential versus wall temperature
gradient
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0.7

o
)

o
2]

°
IS

o
w

f——Pure
-=- 3% Decane
--«--5% Decane |

-%-10% Decar)g_l

Heat into the meniscus(W)
o
()

0 0.5 1 1.5 2 25 3 35
Input power (W)

Fig. 9 Heat transferred into the meniscus versus total heat
input for a fixed condenser temperature of 25°C

Journal of Heat Transfer

ﬁgle, seems to be substantiated. This also supports the model
veloped and presented in E(®).to (10) because if the wicking

ght variation is due to changes in contact angle, no net inter-
facial stress exists. This is apparent if the model is examined. It
shows that the thermocapillary stress is balanced by the stress
arising from the concentration gradient along the liquid-vapor in-
terface. This balance would yield no net interfacial stress.

Finally, consideration must be made as to how if at all the
addition of decane to the working fluid affects heat transfer. To do
this two variables must be examindd,) the rate of energy con-
sumed for evaporation at the meniscus, &)dhe temperature of
the meniscus. Figure 9 shows the power input into the meniscus
versus the total power provided for the electric heater versus 0, 3,
5, and 10% decane in volume in the mixture with pentane and for
a fixed 25°C condenser temperature. This figure shows that the
addition of decane into the pentane has no degrading effect on the
energy transferred into the meniscus. The heat transferred into the
meniscus is calculated by applying a simple energy balance at the
meniscus location from the thermocouple data, as illustrated in
Fig. 10. This may represent a slightly overestimated heat transfer
rate to the meniscus in that the direct heating from the glass inner
pore wall to the vapor and to the bulk liquid regions is not ac-
counted for. However, those direct or convective heating magni-

%&%ane concentration mixtures, the decane controls the contact

70 -

Meniscus Temperature (°C)

[ ——Pure -~ 10% Decane
10 -
0 — T )
0 0.5 1 1.5 2
Qin

Fig. 11 Temperature at the meniscus versus input power-
condenser temperature is 25°C
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= slope of surface tensiofiN/m-K)
= absolute viscosityPa-s)
contact anglédegrees)

tudes will not be substantial because of small temperature differ-
entials at the solid-bulk liquid and solid-vapor interfaces and the
majority of heat transfer is taking place in the meniscus region
under evaporation. density (kg/m?)

To further substantiate this conclusion, examination of the surface tensioriN/m)
aforementioned second variable, the meniscus temperature is 'g&f)scri ts
essary. Figure 11 is a presentation of the temperature of the ther- P
mocouple closest to the intrinsic meniscus for the two limiting B = bottom of meniscus
cases of pure pentane and 10% decane in pentane. Figure 11 C = concentration
shows that there is no significant variation in the temperature at D = decane
the meniscus for the two limiting cases. This in conjunction with flow = flow
Fig. 9 demonstrates that the heat transfer characteristics of the | = liquid
system are not necessarily depreciated due to the addition of dec- o = reference
ane, while the range of stable establishment of its capillary pump- P = pentane
ing potential is significantly extended in terms of the temperature r = reservoir

I ER
Il

gradient at the meniscus. sat = saturation
) sl = solid-liquid
Conclusions sv = solid-vapor

Analysis describing a novel method of negating the deleterious T = top of meniscus
effects of thermocapillary stress on capillary driven phase changeTC = thermocapillary
devices has been presented and preliminary experiments have v = VvVapor
been completed, showing its validity. The data revealed that added
concentrations of decane in pentane warrant that the onset of me-
niscus instability is noticeably prolonged with no degradation in
heat transfer. This improvement is attributed to Concentratioﬁ{eferences
driven capillary gradient due to the distillation of the pentane in
the near contact line region, which counteracts the degrading thef €hang. W. S., and Hager, B. G., 1990, "Advance Two-Phase Thermal Man-
. . - . agement in Space National Heat Transfer ConferencMinneapolis, MN.
mocapillary pulling actions, along the meniscus. However, for ;) pratt, p. M., Chang, W. S., and Hallinan, K. P., 1998, “Effects of Thermocap-
high concentrations of decane in pentane, substantial reductions in" illary Stresses on the Capillary Limit of Capillary-Driven Heat Transfer De-
wicking height were observed due to the higher surface-free- vices,” Proc. 1ith International Heat Transfer Conferendgyongju, Korea.
energy as decane dominates the contact angle characteristics. Négl Ma, H. B., Pratt, D. M., and Peterson, G. P, 1998, *Disjoining Pressure Effect
ertheless, neither the rate of heat input to meniscus nor the menis- (E’T]Shzmw)mgg?Z(égirggfnsncs in a Capillary Pore,” Microscale Thermophys.
cus temperature shows any noticeable degradation with thes prat, D. M., and Hallinan, K. P., 1997, “Thermocapillary Effects on the Wet-
wicking height reduction. ting Characteristics of a Heated Curved Meniscus,” J. Thermophys. Heat
Transfer,11(4), pp. 519-525.
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Determination of the Thermal

Dispersion Coefficient During

Radial Filling of a Porous
Mylene Deleglise’ Medlum

Pavel Simacek
Resin Transfer Molding is one of the Liquid Composite Molding processes in which a

Christophe Binetruy thermoset resin is infiltrated into a fibrous porous media in a closed mold. To reduce the
. curing time of the resin, the mold may be heated, influencing other filling parameters such
Suresh Advani as the resin viscosity. Analysis of the non-isothermal effects during filling will help to
e-mail: advani@udel.edu understand the manufacturing process. One of the issues of non-isothermal filling in
porous media is the variation of the velocity profile at the micro scale level, which as it is
Department of Mechanical Engineering and averaged, cannot be included in the convective term. To account for it, the thermal
Center for Composite Materials, 201 conductivity tensor is modified and a thermal dispersion coeffidignis introduced to
Spencer Laboratory, University of Delaware model the micro convection effects. In this paper, we explore the temperature profile under
Newark, DE 19716-3144 non-isothermal conditions for radial injection during Resin Transfer Molding in order to

determine the thermal dispersion coefficient. An approximate solution is derived from the
series solution and validated with a numerical method. Experiments using carbon fibers
and polyester resin were conducted. The thermal dispersion coefficient is determined by
comparing experimental results with the steady state analytical solution. The comparison
between radial and linear injection results shows that the same degree of dispersion is
present in isotropic fibrous porous mediaDOI: 10.1115/1.1599366

Keywords: Experimental, Flow, Heat Transfer, Porous Media

Introduction transient term are developed. The thermal dispersion coefficient

- . L . can then be calculated for the radial flow case and compared with
Liquid Composite Molding injection processes are widely use[rf values found for linear injection cases

in the aerospace and automotive industries. The process consists

of injecting a resin into a fiber preform placed in a one or two-

sided closed mold. Resin Transfer Molding is one of these prBackground

cesses. The materials used are glass, carbon or aramid fiberg; is necessary to include a dispersion coefficient in the energy
through which a thermoset resin is forced to flow. Thermoset relsalance equation in order to take into account the micro-scale
ins involve a curing stage that can last more than half of the cyalenvection around the fibers that cannot be included in the Dar-
time. In order to reduce this step, the mold is heated, as the curinygs velocity [1-15. Heat transfer in porous media is described
reaction can be catalyzed by heat, and cold résiom tempera- through the energy balance equation written for the two phases.
ture) is injected. Heat conducts through the mold walls and iBhe dispersion coefficient is included in the conductive term
convected by the resin as it flows through the stationary preforthirough a modified thermal conductivity tensor. Two models are
The temperature of the resin rises in the mold cavity, influencirfgund in the literature, the one-equation model or local thermal
the cure kinetics and thus the resin viscosity, complicating ti@giuilibrium model(LTE), and the two-equation model, or non-
manufacturing process. Although at the macro-scale the resin Jecal thermal equilibrium modeNLTE). .

locity profile can be considered as uniform, at the micro-scale and¥When NLTE model is used, a heat transfer coefficient between

because of the structure of the preform, the resin flow separai@% fibers and the preform has to be defifi6—20]. Experimen-
before the fibers and reattaches behind them. tally, this coefficient is difficult to determine, for the temperature

This phenomenon is taken into account in the energy balarftbthe two phases at the interface needs to be measured. Numeri-
~al experiments show that almost no temperature difference ex-

equation through the thermal dispersion coefficient. This coe . . .
q g P fﬁted when non-metallic materials are considered, thus that the

cient is expected to depend on the velocity of the flow front, P >
the porosity and structure of the media and on the thermal ch qgal thermal equilibrium assumption is not an unreasonable one
or LCM processe$21].

acteristics of the materiald5]. The LTE uses volume averaging on the domain and states that

d_The (.)bJeCt'erf. O.f trt1e_ pape(rj_lsl t_o_chtgractgnze and '_“ea;]”fe Ttﬂ% averaged temperatures of the preform and of the resin are
ispersion coefficient in a radial injection. By comparing the eXs, ) at the interface, as expressed below:
perimental data with the analytical solution, we can relate the

dispersion coefficient with the initial velocity of the resin. An (Te)s=(Tr)=(T) )
analytical solution derived from the energy balance equation fef,is assumption is valid under certain conditions. For instance,
the steady state and a numerical simulation taking into account #@ temperature gradient between the two phases must be negli-
- gible, thus that the ratio of the thermal conductivities should be
1Current Address: Ecole des Mines de Douai, Technology of Polymers and Coapproximately unity. The one-equation model breaks down also

posites Department, 941 Rue Charles Bourseul, 59508 Douai, France : P . - .
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF when hlgh Injection velocities are used or when a S'gn'flcant heat

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 16, 2002d€Neration occurs in one of the two phaf2s—24. When using
revision received May 12, 2003. Associate Editor: P. S. Ayyaswamy. the LTE model, the energy balance equation is written for the

Journal of Heat Transfer Copyright © 2003 by ASME OCTOBER 2003, Vol. 125 / 875

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Schematic of a radial injection

resin or fluid phase and for the preform or solid phase. For thanges between [21,23,25-28hnd 2[29-32, and may be dif-
fluid phase, a convective term that accounts for the motion of tiierent if high or low Peclet numbers are considef28].
fluid, and a heat generation term due to curing reaction are in-Only one investigation on the Peclet number-dependence of the
cluded as shown below. dispersion coefficient can be found in the radial experimental case
T [5], although the radial injection scheme is widely used in the
ot _ : industry for various reasons. While in the linear injection case, the
C +(pCp)iV-(viTs)=V-(ki-VTi) + ¢ps 2
(pCp)s at (pPCp)iV-(ViTy) (ks e @ flow velocity can be modeled as constant during the injection, in
o7 the radial case; the velocity depends on the position of the flow
s _ front in the radius direction. A schematic of radial injection is
— S_V.(KVT o
(pCp)s at V- (kVTy) ©) shown in Fig. 1.

where the subscripté and s stand for the fluid and solid phase Assuming radial symmetry, the flow velocity is

respectively. o
Applying the LTE assumptiofiEq. (1)) and using the volume (vi)tiow front=(v0) & (8)

averaging methofi1-5], the governing equation is obtained.
where R is the position of the flow front add;) the correspond-
ing velocity, (vo) andrq are respectively the initial velocity and
radius of the inlet. Aky=f(Pe)=f({v;)), the dispersion coeffi-
cient will also be a function of the radiyg5].

=V ((ketkp)-V(T)) (4)  We propose to consider the radial injection scheme by deriving
The resulting model shown in Eq4) assumes that no curing @n analytical solution in the cylindrical coordinate system in order
reaction is involved. By applying the volume average method, tii@ Study the variation of the dispersion coefficient with the Peclet
local variations of the velocity5] can be introduced in the ther- Number.
mal conductivity tensok by adding a thermal dispersion tensor
kp to the effective thermal conductivity. Analytical Method

«T)
(@(pCp)i+ (1= $)(pCpo) —5=+ (pCy){vr)- V(T)

k=Kketkp (5) The analytical solution is derived under the assumption that the
inlet injection flow rate remains constant throughout the injection,
ﬁ curing reaction is initiated, the materials used are isotropic in
g in-plane directions, and that the viscosity does not directly
depend on the temperature, which is a valid assumption as far as
ke= pks+(1— )k (6) thermoset resins are concerned provided that no curing reaction is
. ) . o initiated. Moreover, the dispersion along the in-plane directions
In order to determine the dispersion coefficient, one must condyGl, ysually be neglected, as the thickness is at least 10 times
experiments. The investigations found in the literature prove thghaller than the in-plane dimensiof3—14.
Fhe thermal dispersion c.oefficient depends on the injection veloc-ywe will assume that the transverse component of dispersion
ity, on the volume fraction of the preform, and on the thermaknsor,k;,,,, depends linearly on local Peclet number Pe. This

conductivities of the materialsl—3]. o , correlates well with the measurements carried out previdusly
The dependence of the dispersion coefficient with the velocityhis meangEqs. (7) and (8)):

was studied in the linear injection case in order to establish a
relation between the thermal dispersion and the Peclet number: d (vo)'fo DzR

The effective conductivity tensdk, is also called the stagnant
conductivity and may be estimated as the average of the mater
thermal conductivities:

(voyd Kpz=A-PEr)=A- a_f r r 9)
Pe= a; (") whereA and D,, are constant coefficients.
Under the assumptions listed above, the energy balance is then

or Pe=Pr Re, expressed in a cylindrical coordinate system in 8d).
whered is the diameter of the fiber tows ang is the thermal JT* 1 oT* J2T*
diffusion of the fluid phase. The results found in the literature 4 ¢Gz —— = ¢k* (10)
show that the dispersion coefficient varies with” Pevhere n at* r* or* 22 9z%2
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Table 1 Governing equation parameters A, B, andC are constants and are functions of the initial velocity
(vo), and of the thermal properties of the materi@se Table 2).

Parameter Description The thermal dispersion ter,, (Eq. (9)) is included in the con-
T-T, stantC. The temperature profile can thus be derived using the
T* o method of separation of variables, using the following boundary
Wa"r n conditions:
*
r R « the inlet temperature at=r is constant
. ro  the mold walls temperature are held constant
o —
R The analytical solution is written for the mid-plane temperature
2 z profile, atz=h/2, as follows[14]:
h
Z (=1 _ 2.2
: _eCp T*zl—iE (-1 ox (2n+1)wc(r*_r*)
dpiCp+(1—d)pLps mE=o 2n+1 A 0
2
G, (Graetz Number PCPugh” —(2n+1)?7%B
kR xexp{—(r*z—rgz)) (13)
A ngr—" 2A
R This solution allows us to evaluate the steady-state temperature
B gk_zz along mold mid-plane dependent on heat dispersion magnitude,
ke given byD,,.
DZZ
C %

Experimental Setup

Experiments are necessary to determine the dispersion coeffi-
cient. The aim of the experiments is to monitor the temperature
profile in the mid-plane of a mold and along the flow front direc-
wherek?, (nondimensionalized modified thermal conductivity irtion. This temperature profile can then be compared with the ana-
the thickness directionis defined by lytic solution (Eqg. (13)) and the dispersion coefficient in the ana-
Iytic solution can be varied until the steady state values of the

K :ke+ szz: n Dz, (11) experiment match the analytic solutions values. The carbon fiber
zz Ke Ker* preforms used have a quadri-axial struct(@edeg, 45 deg, 90
The description of the nondimensional parameters is given g, —45 deg)produced by SAERTEX, as shown in Fig. 2. The

Table 1 our plies are stitched together.

. . P~ A low viscosity polyester resin from Reichhold, named polylite
Moreover, the convection only takes place in the radial direg; . .
tion as the volume averaged flow velocity develops in this dire -1%32T02‘ Cztalyzed by 1% of peroxiddorpol 3 from Reich-
tion because of radial symmetry. The variations of the veloci pld), is used. . -
profile phenomena are included in the thermal dispersion tensorTab.le 2 lists the rheological and thermal characteristics of the
kp, of which only thekp,, component in the-direction is con- materials.

I : The mold used is made of aluminum. It is mounted on a press
sidered. The steady state case of B) can be written as and a channel was drilled on the mid-thickness of the upper plate

A JT* 2T  C 62T* in order to access the central injection point. The mold schematic

o — T Py (12) and its dimensions are reported in Fig. 3. K-type thermocouples,
9z 9z with a deviation of 1°C at 100°C are placed in the mid-plane, at
the center of the preform, regularly spaced along a radial direc-
) ) tion, as shown in Fig. 4.
Table 2 Materials properties The mold is placed on a press platen, and thermocouples are
Characteristics Symbol Units  Polyester resin Carbon fiber%onnECted oa Natlonal InStr.ument acquisition Card' The '”J?Ct'on
unit has a capacity of 12 liters, and a hydraulic pump with a
\E/)iSCO_Sity iz KPé/i-Sé 102 8.08 16gc/)A maximum power of 100 bars assured constant flow rate injections.
ensity p g/m imiacti ; ; _
Thermal conductivity K WK 0.417 103 The |nje(cjt|_onlé1(r;|tI was coer;t_rollgd by a numerical command pro
Specific heat capacity ~C  J/KgK 1800 1000 grammed In anguagéig. 5).
+45°
” Oo
-45°
90°

Fig. 2 Carbon fabrics
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Linear injection inlet / Radial injection inlet

T kcessssnroassesans - Top plate é;/ents

1/2°
s Bottom plate Spacer plate

)
Injection inlet
Vents
520 mm
>

<
<

720 mm

Fig. 3 Schematic of the mold used for resin injections in a
mold containing fiber preform. Top and side view.

1 1 L L ! )
0.4 05 06 07 0.8 0.9 1
™

Fig. 6 Comparison between analytical profiles with different
dispersion  coefficient with  experimental data (Vo)
=0.0180m/s, D,, varying from 0 to 10 (increments of 1 )

For the radial injection, the velocity varies with the radius of
the flow front. For the calculation, only the initial velocity is
\Ini : needed as the velocity at each radius can be expressed in terms of

Injection Inlet the inlet flow front velocity.

The steady-state temperature at each sensor location is recorded
Thermocouples g nondimensionalized &% — (T T, )/(Toar— T). The inlet
temperaturd;, is the temperature of the first thermocouple placed
at the inlet. The data needed for the determination of the disper-
sion coefficient are the fiber volume fraction, the thermal proper-
ties of the materials, and the mold walls temperature. The inputs

The resin is kept at room temperature while the mold plateitgat may vary from one experiment to another are the inlet tem-
are heated to 51°C by using electrical power. The mold platgaerature, the thermocouples location and the corresponding steady
thickness insures that the temperature of the mold walls is kegitite temperature, and the velocity of the flow front.
constant. The injection starts when the preform temperature haghese parameters are set into a Matlab code that calculates
equilibrated and reached a constant temperature. the analytical steady state temperature profile along the mold,
in the flow front direction. An iterative subroutine allows the dis-

D Analvsi persion coefficient to vary in an incremental fashion over a pre-
ata Analysis dictable scale of values. For every incremental value of the dis-
As the flow front advances in a circular shape and encapsulapession coefficient an analytical profile is calculated and is

a thermocouple, the thermocouple temperature drops instantly.cdimpared with the experimental steady state temperature profile.

this moment, we can record the time at which the drop occurs aftle curve that gives the “best match” with the experimental re-

knowing the positions of the thermocouples, calculate the averagdts defines the dispersion coefficient corresponding to that ex-

flow front velocity. periment(Figs. 6, 7).

Fig. 4 Thermocouples placement as shown with solid dots

Injection unit ]

Data acquisition
system

—)

Press and mold

Pressure pot -
Numerical 4

command

Fig. 5 Experimental setup
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wherek, is the effective thermal conductivitk.=0.613 W/mK
and same experimental setup and materials were used for the lin-
ear injection as well.

We notice that the relation between the dispersion coefficient
and the Peclet number does not go through the origin. Actually,
when very low injection velocities are considered, the creeping
flow effects become important, affecting the dispersion coefficient
as well. As the radius dependence on the dispersion coefficient
and on the velocity are already accounted for in the energy bal-
ance equation, it makes sense that the dispersion coefficient factor
for the linear and the radial injection cases are similar. The range

Temperature (C)

23 of the values obtained agrees well with the values found in the
18 0 5 literature, although the focus in literature has been on the use of
g U 200 4155 500 510 1000 01200 glass fibers to represent the fibrous porous media.
Start of the injection time (s) End of the injection .
Conclusions
Fig. 7 Experimental time history of the thermocouples as the An analytical exact solution for the steady state temperature
resin flows across them in a radial mold profile was derived from the energy balance equation written for

the radial case and validated by a numerical code. The dispersion

coefficient was calculated from the comparison between the ana-

) . lytical solution and experimental steady state temperature profile.

Results and Discussion The dependence of the thermal dispersion coefficient with the

Experiments were performed with a 49% volume fraction cafdjection velocity was studied. Comparison with linear injection
bon preform at different injection flow rates. The reference velo@xperiments conducted with the same materials and in the same
ity used here is the velocity at the inlet. The experimental resufXperimental set-up validates the results obtained in the radial
are reported in Table 3. injection case.

The dispersion coefficient relation with the Peclet number is Dispersion coefficient is a property of a material and more
shown in Fig. 8. The linear relation is expressed as follows: Widely of a fluid/resin system. The structure of the materials and

their thermal properties are important as well as the porosity of
the preform and the injection velocity. Once the thermal disper-
sion is known, non-isothermal numerical simulations become
more reliable. Further investigations on the dependence of the
Hermal dispersion coefficient for different fiber architectures, and
a predictive model to estimate it, is a key to modeling nonisother-
mal flow in which dispersion will be significant.

DZZ
o =0.0241Pe-0.85 (14)
e
This relation can be compared with the relation found in the line
case as follows:

DZZ
T =0.0211Pe-0.303 (15)
e

Acknowledgment

This work was supported by NSF under the grant number
Table 3 Dispersion Coeficients at Different Injection Velocities 971352 and by ONR under contract number N00014-00-C-0333.
calculated by matching the steady state analytic solution with Experiments were performed at the Polymers and Composites
the steady state experimental profile Technology Department of the Ecole des Mines de Douai, 59500
Douai, France.

Injection velocity(v) Dispersion coefficient )
/

Experiment m/s W/mK
Nomenclature
0311r20 0.00723 0.4 -
0301r50 0.0180 2.8 Cp = specific heat at constant pressure
031432827 0-023%4 3-% h = reference thickness
822%158 8'8523 2'8 k, k = thermal conductivity(tensor, componet
0312r200 0.0724 6.4 ke, ke = effective thermal conductivitytensor, componeht
kp, kp = dispersion coefficienftensor, componeht
L = reference length
12 T = temperature
P t = time
10 v¢) = volume average flow veloci
f
= density

p

¢ = porosity

K = permeability tensor
P = pressure
n

o

d

r

R

= viscosity
= thermal diffusivity

Dzz/Ke
o N A O @

*

\

> = fiber tow diameter
. = radial coordinate
’ ' ' = outer radius of the part
0 100 200 300 400 _ rihep
Subscripts and Superscripts
Pe f = fluid
Fig. 8 Dependence of the dispersion coefficient on the Peclet s = solid
number for the radial case * = nondimensional parameters
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Introduction

One-dimensional (1D) nanostructures such as nanotube
nanowires, and nanobelts have unique thermophysical properttles
very different from those of their bulk counter parts. In general, as ~
these materials are confined to low dimensions with a size co
parable to the scattering mean free paths, the thermal conducti\/‘?&[r
is often reduced due to increased boundary scattering and modi-
fied phonon dispersiofi,2]. An exception to this scaling trend is
carbon nanotubetCNs). Due to the unique crystalline structure
boundary scattering is nearly absent in CNs, giving rise to sup[&”
high thermal and electrical conductivity that makes the CN
ideal candidate for nanoelectronic applications. Furthermore,
single wall(SW) CN is an ideal system to study quantum therme}
conduction phenomena. For examplg;18,10) SWCN has a se-
ries of phonon sub-bands near the zone cef¢r The small
diameter @;) of the nanotube causes relatively large sub-ba o
splitting between the acoustic and the optical modes. For a te
peratureT<2hv/(kgd,), whereh, v, kg, d; are Planck constant,

Contributed by the Heat Transfer Division for publication in th®URNAL OF

Measuring Thermal and
Thermoelectric Properties of
One-Dimensional Nanostructures
Using a Microfabricated Device

We have batch-fabricated a microdevice consisting of two adjacent symmetric silicon
nitride membranes suspended by long silicon nitride beams for measuring thermophysical
properties of one-dimensional nanostructures (nanotubes, nanowires, and nanobelts)
bridging the two membranes. A platinum resistance heater/thermometer is fabricated on
each membrane. One membrane can be Joule heated to cause heat conduction through
the sample to the other membrane. Thermal conductance, electrical conductance, and
Seebeck coefficient can be measured using this microdevice in the temperature range of
4-400 K of an evacuated Helium cryostat. Measurement sensitivity, errors, and uncer-
tainty are discussed. Measurement results of a 148 nm and a 10 nm-diameter single wall
carbon nanotube bundle are presenteOl: 10.1115/1.1597619

Keywords: Heat Transfer, Measurement Techniques, Microscale, Nanoscale, Thermo-
electric

phonon group velocity, Boltzmann constant, and tube diameter,
gespectively, only four acoustic modes are occupied, and the ther-
rhal conductance of a SWCN is expected to show linear tempera-
ure dependence with a maximum possible vabye=4g,. Here,
= 72k3T/3h=(9.46x10 ¥ T (WIK) is the universal quantum
hermal conductancigt].
he potential applications and intriguing nanoscale thermal
conduction physics has inspired several groups to measure See-
beck coefficien{5], specific heaf6,7], and thermal conductivity
9] of CN bundles and mats. Hone et al. measured the thermal
a(honductivity [7,8] and Seebeck coefficief] of millimeter size

t samples made of CNs. The measured thermal conductance
shows linear temperature dependence below 25 K and extrapo-
ates to zero at zero temperature. The measurement results have
advanced our understanding of thermal conduction in CNs. How-
er, it is difficult to extract the thermal conductivity of a single
be from such measurements because the sample consists of nu-
merous micrometer-long tubes connected into a millimeter-size
mat. As such, there exist large contact thermal resistances at the
junctions between individual tubes in the mat. Further, the filling

HEAT TRANSFER Manuscript received by the Heat Transfer Division October 14f,aCtOr or density of the tubes in the mat is unknown. As the con-

2002; revision received April 8, 2003. Associate Editor: G. Chen.
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sequence, the estimated room-temperature thermal conductivity of
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the mat is about 250 W/m-K, one order of magnitude lower than

theoretical predictionsl0—12. In addition, the measured thermal Lone SiN. beam —h ®

conductance increases with temperature for the entire temperature | & : — F’./
range of 8—350 K, showing no signature of Umklapp phonon- »0‘,,@.,'---‘;""; \ {

phonon scattering. This indicates that the dominant scattering j ‘

mechanism is phonon scattering by defects and boundaries. Yi Sy \ r‘/ﬂ
et al.[6] used a self heatinga8method to measure the specific  |u— WU - Electrode
heat and thermal conductivity of a suspended millimeter-long | ,‘.—-‘—"’“‘—'r«’_’ _—4

aligned multi-wall(MW) CN bundle with an apparent cross sec- r‘SiL\J\ membrane™® r

tion of 107 1° to 108 m?. The measured specific heat exhibits

linear temperature dependence in a temperature range of 10—30(

K, showing a different behavior from the results obtained by Hone

et al. In addition, because of the large thermal resistance at the :

defects and at the contacts between individual tubes, the measure: e

thermal conductivity is about 20 W/m-K at room temperature, two PRT . 20 ¢ .

orders of magnitude lower than theoretical predictions for a single e - 20 pm .

defect-free tube. ® Spot Magn T DePeWD Exp W—w—w1 20Mm
It is necessary to investigate the intrinsic thermal transport

properties of individual CNs by eliminating the influences fronfrig. 1 SEM micrograph of a microdevice for thermal property

contact thermal resistances at the junctions between individuggasurements of nanostructures

tubes and from phonon scattering between adjacent tubes. This is

also the case for other nanostructures including a variety of nano-

tubes, nanowires, and nanobelts. Of particular interest, nanowi¢sing the patterned LTO as a mask, the unprotected Pt film is
of Bi and Bi,Te; may exhibit significant enhancement of the theretched using ion milling or sputter etching to make serpentine
moelectric figure of merit, and have potential applications in effpRT Jines(Fig. 2(b)). After the photoresist and LTO are stripped,
cient thermoelectric energy conversiph3,14]. Currently, there a 300-nm-thick LTO is deposited on the wafer. A photolithography
have been few measurement data of thermal properties of inghd wet etching step is then used to open contact windows to the
vidual nanotubes, nanowires, and nanobelts. This is because gefitontact pads for wire bonding, and to the L& wide Pt
ventional techniques for thin film thermal property measurementgectrode near the PRT. This Pt electrode is used for making elec-
such as the @ method[15], cannot be used readily for theserical contact to the sample. A photoresist film is then spun on the
nanostructures due to the small sample size. In order to concyafer and patterneFig. 2(c)). The pattern is transferred to the
rently measure thermal conductance, electrical conductance, &g film by RIE. After the photoresist is stripped, tetramethylam-
Seebeck coefficient of CNs, we and our collaborators develope¢@nium hydroxidg TMAH) is used to etch the exposed Si region
suspended microdevice in a previous woil6,17]. We used the and the suspended structure is released when the Si substrate is
device for measuring thermal conductivity and Seebeck coeffitched away, as shown in Fig(e2. The etching pit in the Si
cient of an individual suspended MWCN and obtained results ghbstrate is usua”y about 100_2Q@n deep, and as such the
agreement with theorj17]. Here, we further optimize device de-
sign and fabrication process, improve the measurement method,
and employ the technique for thermal property measurements of a
variety of one-dimensional nanostructures. The following sections
discuss the design, fabrication, measurement method, sensitivity,
errors, and uncertainty of the technique. As a demonstration of the
technique, the measurement results of two SWCN bundles are
presented.

/

Contact pad Pp¢

Experimental Methods

Device Design and Fabrication. Figure 1 shows a scanning
electron micrograpHSEM) of the microdevice. The device is a

suspended structure consisting of two adjacentud®<25 um ¢
low stress silicon nitride (Siy membranes suspended with five
0.5-um-thick, 420um-long and 2um-wide silicon nitride beams, ~ Photoresist
One 30-nm-thick and 300-nm-wide platinum resistance thermom-

eter (PRT) coil is designed on each membrane. The PRT is con-

nected to 20Q.mx200 um Pt bonding pads on the substrate via

1.8 um wide Pt leads on the long SiNbeams. An additional 1.8

um wide Pt electrode is designed on each membrane next to eact

other, providing electrical contact to the sample.

The device is batch fabricated using a wafer-stage microfabri-
cation process, as shown in Fig. 2. First, a ar8-thick low-

stress Si film is deposited on a 100-mm-diameter wafer using a ¢
low pressure chemical vapor depositiobPCVD) method, as

shown in Fig. 2(a). A 30 nm-thick Pt film is then deposited on the

SiN, film by radio-frequency(RF) sputtering. A 300-nm-thick low

temperature silicon dioxid€.TO) is grown on the Pt film using

LPCVD. A photoresist is spun on the LTO film and patterned

using an I-line wafer stepper. Combined with an oxygen plasma

etching technique, the wafer stepper can produce photoresist pat-

terns with a line width below 0.4m. The photoresist pattern is
then transferred to the LTO film using reactive ion etchiR¢E). Fig. 2 Fabrication process of the microdevice
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sample-electrode contact is annealed in the high-temperature

a growth process, leading to low contact resistances.

-
Sll(): o
nanobelt

10 nm diameter
SWCN bundle Measurement Method

_FIBW

Thermal Conductance.Figure 4 shows the schematic diagram
of the experimental setup for measuring the thermal conductance
of the sample. The suspended structure is placed in a cryostat with
a vacuum level better thanx110 ° Torr. The two suspended
membranes are denoted as the heating membrane and sensing
membrane, respectively. A dc currgihx flows to one of the two
PRTs. A Joule hedD,,=1°R,, is generated in this heating PRT that
has a resistance &,. The PRT on each membrane is connected
to the contact pads by four Pt leads, allowing four-probe resis-
tance measurement. The resistance of each Pt ld&d,isvhich is
about half ofR,, . A Joule heat of B, =212R, is dissipated in the
two Pt leads that supply the dc current to the heating PRT. We
assume that the temperature of the heating membrane is raised to
o e - a uniform temperaturdy, . This assumption can be justified be-
Pt . Pt W " cause the internal thermal resistance of the smali membrane is

much smaller than the thermal resistance of the long narrow

Fig. 3 SEM image of a SnO , nanowire (a), a 10 nm diameter ~ beams thermally connecting the membrane to the silicon chip at
SWCN bundle (b), a 148 nm diameter SWCN bundle (c), and a  temperaturel,. A certain amount of the heat),) is conducted
CVD-grown SWCN (d) connecting two Pt electrodes on two through the sample from the heating membrane to the sensing
suspended membranes one, raising the temperature of the latterTtg. In vacuum and

with a smallAT,(=T,—To<6 K), the heat transfer between the

two membranes by air conduction and radiation is negligible com-

pared toQ,, as discussed below. The heat flow in the amount of
suspended structure does not collapse to the substrate even vihis further conducted to the environment through the five beams
out the use of a critical point dryer. Using this wafer-stage fabrgupporting the sensing membrane. The rest of the heatQqe.,
cation technique, about 2000 densely packed suspended structd&+2Q.—Qz, is conducted to the environment through the
can be made on a 100 mm diameter wafer. other five beams connected to the heating membrane.

A nanotube, nanowire, or nanobelt can be placed between thd'he five beams supporting each membrane are designed to be
two suspended membranes by several methods. One way is toigéatical. It can be shown that below 400 K, the radiation and air
a sharp probe to pick up a sample, and then manipulate the prg@duction heat losses from the membrane and the five supporting
using a probe station to place the sample between the two mepgams to the environment are negligible compared to conduction
branes. The process requires a high-resolution optical microscopeat transfer through the five beams. Hence, the total thermal
This method was employed in our previous work for placingonductance of the five beams can be simplified Gg
MWCN bundles and individual MWCNSs between two membranes 5k/A/L, wherek;, A, andL are the thermal conductivity, cross
[27].

The probe manipulation method is a tedious process. In view of
this, we have developed two different approaches for trapping a
nanostructure sample between the two membranes. In the f~* . .
approach, a solution containing the nanostructures is dropped : Heating membrane Seastug membrane
spun on a wafer containing many suspended devices. We h:
found that the nanostructures are often adsorbed on the two

148 nm
diameter —
SWCN bundle

electrodes. Figures(8-0 show a Sn@ nanobelt, a 10 nm diam- 0 Sgl%# & >0
eter SWCN bundle, and a 148 nm diameter SWCN bundle a :
sorbed on the two membranes, respectively, by this wet depositi

method. To improve the thermal and electrical contact betwe )

the sample and the Pt electrode, we usually anneal the deviceBeam, G, [ Beam, G}
300°C for a few hours. Further, a small tungsten or Pt pad can | ‘

deposited on top of the sample-electrode contact using a focu: [ - |Q | ‘

ion beam technique, as shown in FigaB Alternatively, an amor- w 0 E""'r;“me"t 2 l

phous carbon film can be deposited on top of the sample-electrc | ?

contact region. To do that, the electron beam of a SEM is focus ”

on the contact region with a high magnification of 200,000 ¢ v'\ \j

larger. Because of organic contamination in the SEM chamber, t = i

electron beam induces the deposition of a carbon film on the 1

cused region. This can further improve the contact. H Ii!]
In the second approach, we employ a chemical vapor depositi

(CVD) method to grow individual SWCNs bridging the two mem-

branes. To do that, we first spin a solution containing cataly . 66 I+ G, T

nano-particles made of Fe, Mo, and,®; on the suspended ._/V\,_._/v\,_,

membranes. This yields many catalyst nano-particles deposited -—

the Pt electrodes. The suspended device is then placed in a 90 0:

CVD tube with flowing methane resulting in individual SWCNs
grown between two catalyst particles on the two Pt electrodesg. 4 Schematic diagram and thermal resistance circuit of the
Figure 3(d)shows a SWCN synthesized by this method. Thexperimental setup
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sectional area, and length of each beam, respectively. We ¢ T T T T
obtain the following equation from the thermal resistance circu 39|
shown in Fig. 4,

Q2=Gp(Ts—To)=Gs(Th—Ty), 1)

whereGg; is the thermal conductance of the sample and consists
two components, i.e.,

Gs=(G,'+G, 1) )

where G,=k,A,/L, is the intrinsic thermal conductance of the &

nanostructurek, , A,,, andL, are the thermal conductivity, cross % 45l

sectional area, and length of the free-standing segment of 1

sample between the two membranes, respectilyis the con-

tact thermal conductance between the nanostructure and the 10}

membranes. Because the temperature excursignis small,Gq, i ; . e

Gy, andG, are assumed to be constant/s§y, is ramped. 1 10 100 1000
Considering one-dimensional heat conduction, one can obt: Frequency (Hz)

temperature distribution in the ten beams supporting the twu

membranes. A Joule he?‘t QL is gene_rated unlforml_y in each of Fig. 5 Normalized first harmonic component of the measured

the two Pt leads supplying the heating current, yielding a pargsistance rise of the heating PRT as a function of the fre-

bolic temperature distribution along the two beams; while ”ne%ruency of an ac current coup|ed to the dc heating current

temperature distribution is obtained for the remaining eight beams

without Joule heating. The heat conduction to the environment

from the two Joule-heated beams can be derived Qas

=2(GyAT/5+Q,/2); while that from the remaining three beamg a srg30 lock-in amplifier is used to measure the first harmonic
connected to the heating membran®igs=3G,ATy/5, and that  component ¢,) of the voltage drop across the heating PRT,
from the five beams connected to the sensing membra@&ds yie|ding the differential resistand@,=uv ,./i,. For R, obtained
=GLATg, where AT,=T,—T,. Considering energy conserva-py this method, it can be shown that

tion, i.e.,Qn ot Qp st Qss=Qnr+2Q, , one obtains

251

20

/4R (f=2000 Hz)

Qn+Q _ AR .
Gb:AT:mLTS' (3a) ATh(I)—3dRh(|:O) , for f<1/(2m7) (63)
and dr
AT, ARy(1)

(30) AT, ()= for f>1/(2m7) (6b)

G GbATh—ATs' dR,(1=0)

Q, andQ, can be calculated readily from the dc current and the dT
voltage drops across the heating PRT and the Pt le®dg.and
AT, are calculated from the measured resistance of the two PRWkerer is the thermal time constant of the suspended device, and
and their temperature coefficient of resistance (TCR estimated to be on the order of 10 ms. The difference between
=(dR/dT)/R). The four-probe differential electrical resistariRg these two solutions origins from a first harmonic modulated heat-
of the sensing PRT is measured using a SR830 lock-in amplifieg component, i.e.,i2d Ry, . At a very low(high) frequency com-
with a 250-500 nA, 199 Hz sinusoidal excitation current. Thpared to 1/(zr7), the modulated heating yields a nontrivial
temperature risA T of the sensing membrane depends on the D@rivial) first harmonic component iff,. This further causes a
currentl of the heating PRT, and is related Ry according to the nontrivial (trivial) first harmonic oscillation inR,. This effect

following equation gives rise to the factor of 3 difference between E@)&nd Eq.
6(b). In addition,r is proportional toC/k, whereC andk are the
AT(1)= AR() AR(N=Ry(1)—R(1=0) (4) heat capacity and thermal conductivity, respectively. According to
s dRy(1=0) ’ s s s the kinetic theoryk is proportional toCl, wherel is the phonon
—daTr mean free path and increases with decreasing temperature. Hence,

) ) ) ) Tis proportional to 1/land decreases with decreasing temperature.
The differential resistanc®, of the heating PRT can be ob-Therefore, the transition between Egafand Eq. 6(bpccurs at a

tained by one of the two following methods. In the first methochigher frequency as the temperature is lowered. This frequency
thel -V curve is measured as the dc currditis slowly ramped dependence has been confirmed by an experiment conducted at
up to a value in the range of 4-10A depending onT,. One four different temperatures, namely 15 K, 25 K, 100 K, and 300
ramping cycle typically takes 15 minutes. TH#ferential resis- K, as shown in Fig. 5. In the experimemtR,, was measured at
tance of the PRT heater is calculatedRys=dV/dl. For a slow differentf for the samd (thus the samaT,). The measurement
voltage ramp rate, it can be shown that the temperature rise in #@ults exhibit a factor of 3 difference between the low and high
heating membrane is frequency limits, as expected from Eq. 6. In practice, we fuse
>700 Hz, for which Eq. 6(bjs valid in the temperature range of

AT,(1)= AR(1) : ARL(D=Ry(1)—R,(1=0) (5) 4—400 K. We confirmed that the lock-in method yields the same
dR,(1=0) result as the fitting method. The lock-in method is preferred in our
dT measurements because it is more sensitive than the fitting one.

Here, we use the differential resistance instead of the averagélectrical Conductance. The electrical conductance of the
resistance £V/1) because the former offers better sensitivity fosample can be measured using the two Pt electrodes contacting the
temperature measurement. two ends of the sample. As mentioned above, a FIB method can
Alternatively, a 250-500 nA sinusoidal current,) with a be used to deposit a metal line on top of the sample-electrode
frequencyf can be coupled to the much larger dc heating currenbntact to reinforce the electrical contact and minimize the contact
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electrical resistance. The FIB deposition can break through t 3200 . y T ' T T
oxide layer of a semiconductor nanowire and reduce the conti 4.4 F -
resistance. o’
2800 F o —
Seebeck Coefficient.The temperature difference of the two o
membranes yields a thermoelectric voltage that can be measu_ %™ f o 3
using the two Pt electrodes contacting the nanostructure, i€ 2400} o® .
V1e=(Ss—Sp) (Th—Ts). The Seebeck coefficiensg,) of the Pt 8 o *
electrode can be calibrated separately. By measdringl's, and § 2200 . 1
Ve, the Seebeck coefficiens() of the sample can be obtained.g 2000 .* ¢ E
Measurement Sensitivity. The sensitivity of thermal conduc- 1800 f ..r" E
tance measurement determines the minimum or noise-equival 5.0 F o ]
sample thermal conductance that can be measured using the /
crodevice. Usuall AT, > AT, in our measurements. Hence, from 1400 ¢ ]
Eq. 3(b), the noise-equivalent thermal conductance (YBGthe 1200 . . b . .
sample is proportional to the noise-equivalent temperature ri 0 50 100 150 200 250 300 350
(NET) of the sensing membrane, i.e. Temperature (K)
NEG,=Gy, NET @) Fig. 6 The resistance (R (/=0)) of the PRT as a function of
AT,— AT, temperature

NET is further related to the noise equivalent resistaiNER) in

the R measurement . .
This NET value was found to be comparable or slightly below

NER/Rg the temperature fluctuation of the cryostat, which can be con-
ET= TCR (8)  trolled to be within 25 mK forT¢>100 K and 10 mK forT,

_ ) _ <100 K. Therefore,
For the resistance measurement method using a lock-in amplifier,
NET~25 mK for T;=300 K;

NER 6v i
=—+— 9) NET~10 mK for To=30 K (13)
The thermal conductancés() of the five beams has been cal-

+
Rs v I

wheredv andéi are the noises in the ac voltage measurement aEgIated from the measuretlT,, and AT, according to Eq. 3(a)
. . . s . .
that of the current source, respectively. At 3004¢,is dominated 1,4 measured T, is shown in the inset of Fig. 7 as a function of

by the thermal or Johnson noise to Be= J4kgTRAf~4 NV | and the calculate®, is shown in Fig. 7. At 300 KG,, is about

for a noise bandwidth oA f~0.3Hz. Therefore 9.4x10 8WI/K, in agreement with the value of QL0 & W/K
Sv 4 nV that is obtained based on the geometry of the five beams as well as
—=—"—=2X10"° (10) the room temperature thermal conductivity values of SiNd Pt
vozmv films, i.e.,kginy=5.5 W/m-K andkp=70 W/m-K[16]. Therefore,

The current source=uv /R, Wherev,,, is a sinusoidal 199 Hz from Egs. 7 and 13, the noise equivalent thermal conductance at
output voltage from the lock-in amplifier arid is the 10 MQ 300 K is NEG~1x10°W/K for a temperature excursion
resistance of a 10 ppm/K precision resistor that is coupled to tAd,—AT,=2 K. At 30 K, Gy~3x 10 8W/K, and NEG,~1.5
sinusoidal voltage output of the lock-in amplifier for converting< 10~ °W/K for the same temperature excursion. If only the four
a constant ac voltage source to a constant ac current sou@eustic phonon modes are filled up fof1®,10)SWCN at 30 K,
Therefore, the maximum possible thermal conductance would Ggycn

. =4g,=4x30%9.46x10 BW/K=1.1x10 °W/K. This is in

Sl ac 5vout+ SR

lac Uout R

(11)

The relative noise in the ac voltage output from the lock-in an [ " i T " " "
plifier (Svou/voy) iS about 41075, The resistance fluctuation 190} o Syt
(8RIR) of the 10 MQprecision resistance is abouk20 6 fora __ [ ceegele
0.2 K fluctuation of room temperature. Therefolé, /i,.~4.2 % ol . el ”® ]
X 1075, The noise in the current source is the dominant nois?:, I o ¢
source. From Egs. 9-11, we can write 8 — et ¢ - .
R '.L-'E; sor ".“. 15 -..‘- .': 1]
~5x10°® 1 3 - Voo
° 8 awf )/ g 101 1 1
This has been confirmed by measuring the noise level using zg ," g
KQ precision resistor to replace the PRT. The measured resista ..' 05t ]
noise is about 100 £, indicating NERRs~5X 1075, B 20F e ool 1 7
Rs(1=0) is measured in the temperature range of 10—-400 K, * e Ty T T
shown in Fig. 6. Above 30 KR4(I =0) increases linearly with Current (uA)
temperature. Typically, the TCR of the PRT is in the range ¢ °0 =5 ™ 0 10 200 20 300 3%

1.8x10 °-3.6x10 *K™! and 3.5x10 3-7.2x10 3K * at
300 K and 30 K, respectively, depending on the thin film deposi-
tion condition. Thus, NET of the lock-in measurement is in thgig. 7 Thermal conductance of the five beams supporting one
range of 13—-27 mK and 6-13 mK at 300 K and 30 K, respegembrane of the microdevice as a function of temperature. In-
tively. Below 30 K, the TCR becomes smaller, leading to a largegt: temperature rise in the heating membrane as a function of
NET. the dc heating current at T;=54.95K.

Temperature (K)
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the vicinity of the measurement sensitivity. To increase the sigrikdble 1 Uncertainty of thermal conductance  (Gs) data shown
to noise ratio, two or more individual SWCNs can be grown bé® Fig. 8
tween the two suspended membranes using the CVD method =6t

an Nb doped Si resistance thermometer with a larger TCR Temperaturetk) 300 160 30
can be used to replace the PRT. 148 nm diameter SWCN bundle 9% 14% 36%
10 nm diameter SWCN bundle 36% 57% :

Measurement Errors. One error source of the measurement
is due to heat transfer between the two membranes via radiation
and air conduction. The radiation thermal conductance can be es-
timated as

thermal resistance can be estimated from the length-dependence
Ghs rad= 0(Ts+ Tp)(T2+ TR Fy A (14) of the sample thermal conductanc&j provided that thermal

) ) conduction in the sample is diffusive.
whereF,_; and A are the view factor between the two adjacent

membranes and the surface area of one membrane, respectively. Measurement Uncertainty. For the case whelT,>AT;
can be shown thaE, A~12um? Thus G, . .~8x10 4 fhe uncertainty of the measured thermal conductance of the
and 7x 10" 1'W/K at T=30 K and 300 K, respectively. TheseSamPle can be written as
values are well below the measurement sensitivity. 8(Gy) 8(Q) S(ATY) (AT
The thermal conductance of air can be written Gg_s 4 G, o) + AT + AT
=KaAcq/D, wherek, is the thermal conductivity of the residual s s h
air molecules in the evacuated cryostyt, andD are the equiva- whered(x) is the uncertainty ix. SinceAT,> AT, the dominant
lent surface area of the membrane and the distance betweentéren in the left hand side of Eq. 16 &{(AT)/AT,. With dRy(l
two membranes, respectively. For a vacuum pressure of =10)/dT obtained from Fig. 6 and considering a 1 percent gain
% 10~ ° Torr, the mean free path of air molecules is of the order @fccuracy of the lock-in amplifier, we estimated from Eq. 4 that the
1 m and is much larger thad. Under such circumstance, accordupper limit of 5(ATg) is 36 mK. Further,ATs depends on
ing to the kinetic theory, G4/Gp. When measuring the 148 nm diameter SWCN bundle
shown in Fig. 3(c), we increasedT;, up to 2 K. It was found that
ko= CvD CoAeq Gs~0.2G, at 300 K. HenceAT4(~AT,Gs/Gp) was as high as
3 3

0.4 K, andé6G,/Gg~ 6(AT,)/AT4~9 percent at 300 K. At 30 K,
whereC andv are the heat capacity and velocity of Elllg molecuIesgsg(gl?S%’Tsi%;hgr?;ﬁ a?t. 130K ' K?r:]:lzr rt%séultlso Ir?n?Gdsiélﬁwseter
From Eq. 15, it can be estimated @ _s 5,=2Xx10 "W/K at  gwcN pundle shown in Fig.(B), we increased T,, up to 6 K in
T:39£9 K, well below the measurement sensitivity of loer to keep the uncertain§G./G, below 36 percent and 57
X 107" WIK. ) percent at 300 K and 160 K, respectively. These uncertainty val-
_ We have measured the thermal conductance due to air condijgs, as summarized in Table 1, represent the upper bound because
tion and radiation at different temperatures using a bare devigfy are estimated using the upper limit&fATs).
without a nanostructure sample bridging the two membranes. Notq obtain the thermal conductivity, one needs to measure the
signal above the noise level can be detected by the sensing PRTe@gth and diameter of the sample. The length of the sample can
the temperature of the heating membrane is raised. The measg@measured using a SEM with a uncertainty of 10 nm. Thus, for
ment confirms that air conduction and radiation do not introduges ,m long sampleg(L)/L=0.5 percent. To obtain the diameter,
noticeable errors in our measurements. we used a tapping mode atomic force microscope to measure the

A major error source in the measurement is the contact theria@lmple segment that is located on top of the Pt electrode. The
resistance G, !). To decreas&_ *, as discussed in the previousuncertainty of the diameter measurement was about 0.3 nm. For
section, one can deposit a small Pt or W pad on top of the sampiige 10 nm(or 148 nm)diameter SWCN bundle, this introduces an
electrode contact so that the sample is sandwiched between #uflitional uncertainty of 6 percendr 0.4 percentto the calcu-
metal layers. Alternatively, amorphous carbon can be depositedigted thermal conductivity. These uncertainty values are usually
the contact area using a SEM. Note that the contact area betwegtaller than that introduced by the uncertaintyGaf. However,
the sample and the electrode is proportional to the diameter of @ calculated thermal conductiviti) does not take into account
nanostructure sample; while the thermal conductance of tbethe contact thermal resistanc&y), and thus represents the
sample is proportional to the square of the diameter. Therefore,|l@ser bound ofk.
a general trend, the ratio @ to G, is larger as the diameter of
the sample becomes smaller. For this reason, the contact thermal . .
resistance causes a smaller error at nanoscale than at macros ee_lsurement Results and Discussion

In a measurement of Si nanowires, we estimated the error in-Using the microdevice, a variety of nanostructure samples have
troduced by the contact thermal resistance. In that measureméeen measured. These include MW{NE], SWCNs, nanowires
amorphous carbon was deposited on the contact area. The condgde of Si[19] and BiTe; [20], and Sn@ nanobelts[21]. It
tance of one of the contacts can be expressadAs/ §,, where exceeds the scope of this paper to include all the measurement
k. is the thermal conductivity of the amorphous carbApjs the results. For appropriate nanostructures of interest, the readers are
contact area and is of the order ofrPL ., whereL . is the length referred to the appropriate papers cited in the reference section.
of the carbon depositabout 2 um), andr is the radius of the  As an example, Figs. 8—10 show the measurement results of
nanowire;s, is the average distance between the nanowire surfaitermal conductance, electrical conductance, and Seebeck coeffi-
and Pt electrode, which is of the order of Using k. cient of a 10 nm diameter and 4,4n long SWCN bundlgsee
=0.1W/m-K, the lower limit of inorganic solid materials, andFig. 3(b)) and another 148 nm diameter, 2.6#n long SWCN
k,=47 W/m-K, the room temperature measurement value of undle(see Fig. 3(c)). For the 148 nm diameter bundle, the ther-
100 nm diameter Si nanowire, we estimated tBat/G,=6.8. mal conductance exhibits &° dependence between 20 K and
Hence, the two contacts together yielded an error less than 130 K. This is different from the quadratic temperature depen-
percent for the 100 nm Si nanowire. This error is expected to ldence observed for individual MWCN47] as well as the linear
smaller for nanowires with a smaller diameter. dependence observed by Hone et al. for a SWCN mat below 25

Nevertheless, it is desirable to quantify the contact thermal ri§: To verify the expected linear behavior expected for SWCNs at
sistanceG, . A conventional method is to measure a collection dbw temperatures, we will need to measure individual SWCNs
samples with the same diameter and different lengths. The contgaiwn by the CVD method in order to eliminate the influences

(16)

and C':‘h—s_air: (15)
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) Fig. 10 Seebeck coefficient of two SWCN bundles as a func-
Fig. 8 Thermal conductance of two SWCN bundles as a func- tion of temperature

tion of temperature. Inset: Thermal conductivity (k) as a func-
tion of temperature (7). Solid and open circles represent the
measurement results of the 10 nm and the 148 nm diameter

SWCN bundle, respectively. As discovered by Collins et al24], the electrical conductance

and Seebeck coefficient of SWCN bundles are very sensitive to
oxygen exposure. Oxygen doping can result in enhanced electrical

. conductance of semiconducting SWCNs and hole-type majority

from phonon scattering at contacts between individual tubes i ; ; ; ;
. : rriers of ndle, which Il nsi f h metallic an
bundle. The inset to Fig. 8 shows the calculated thermal condnlgxg ers of a bundle ch usually consists of both metallic and

tivity values of the two bundles, which are much lower than thﬁv'miconducting SWCNSs. The hole doping further results in posi-
results that we previously obtained for an individual MWCN. Wi e values of Seebeck coefficient that are much larger than that of

; . a metal. As SWCN bundles were deoxygenated in high vacuum
have measured very high room-temperature thermal conducti Y9 g

S . Vt 0 © to 10 8 Torr), negative values of Seebeck coefficient with
of individual SWCNs grown by t_he CVD methdgee Fig. 3(d)), smaller magnitudes than those of oxygenated samples were found
and the measurement results will be reported elsewhere.

: . 24,25].
Figure 9 shows the measured electrical conductance of the t Because large and positive values of Seebeck coefficient were

SWCN bundies. For the 10 nm diameter bundle, the eIec”'c(?ﬂ)served in our measurement, as shown in Fig. 10, it is possible

conductance shows a power law dependence'Gwith tempera- ;- the SWCN bundles were stil oxygen doped, despite the fact
ture. On the other hand, the electrical conductance of the 148 gm, they were kept in vacuum for a few hours before the mea-
pundle (l:";}n be fitted using two different power law erendenp%rement_ Note that Fig. 10 plots the difference in Seebeck coef-
I.e., ~T*”below 60 K and~T above. These behaviors are dif-icient hetween the sample and the Pt electrode, S Sp,. The
ferent from those obtained by Bockrath et [#@2] and Yao et al. magnitude ofSp, is typically 5 wV/K at 300 K and decreases

[23], where a singld®® dependence was observed for smallefnearly with temperaturé26], much smaller than the measure-
metallic SWCN bundles in the range of 4-400 K. Th€® be- ment result 0fS;— Sp,. Thus,S.— Sp~S;.

havior was thought to be caused by the tunneling resistance fromror the 148 nm diameter bundle, the measured Seebeck coeffi-
the metal electrodes to the nanotube according to the Luttingglent shows linear temperature dependence in the temperature
Liquid model [22]. We expect that there are many defects an@inge of 30-250 K, and saturates above 250 K. This bears some
contacts in the two relatively large bundles that we have mesgmilarity to the measurement result of oxygen-exposed SWCN
sured. The electrical resistance is thus dominated by scatter'mgts by Hone et al[3], where the saturation temperature was
inside the bundle instead of tunneling from the metal contact ingihout 100 K. The linear dependence, which is expected for a

the SWCN. metallic sample, is also observed for the 10 nm SWCN bundle in
102 3 T T T 1T T T 7 T T 3 10'3 E T T | e T T 3
o F 148 nm diameter SWCN bundle 3 E 10 nm diameter SWCN bundle (solid circles) ;
2 r L ]
I i 10t E 3
§ ] g o E
= - 7 - ° |
< Fe y o
g 100 = = 10% & o =
S TN 00® E
— E .15 ] r ° ]
8 F~T 1 r wfj T
: 101 &= 17 = 106 = E
§ £ ~T E 3 0800000 E
m E 10 nm diameter SWCN bundle_ Eo ©” 148 nm diameter SWCN bundle (open circles)
10.2 1 1 1 1 "I | ] 1 10.7 1 1 1 1 Lt 1 1
3x 10" 102 4x10° 3% 10° 102 4 x 102
Temperature (K) Temperature (K)
Fig. 9 Electrical conductance of two SWCN bundles as a func- Fig. 11 Thermoelectric figure of merit (ZT) of two SWCN
tion of temperature bundles as a function of temperature
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the temperature range of 100 K to 250 K. In addition, the Seebeck b = beam
coefficient for this bundle also saturates above 250 K. However, ¢ = contact

below 100 K, a power law dependence Tt is observed, indi- eq = equivalent
cating a departure from the metallic behavior. These observations h = heating membrane
will be analyzed elsewhere. L = Ptlead

The thermoelectric figure of meriZT=S*/RG, whereS, R, n = nanostructure sample

and G are Seebeck coefficient, electrical resistance, and thermal S = sensing membrane
conductance of the samplés calculated from the measurement
results, and is plotted in Fig. 11. Th&T is small for the two

SWCN bundles. References
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Fully-Developed Thermal
Transport in Combined Pressure
and Electro-Osmotically Driven
Flow in Microchannels

D. Maynes Thermally fully-developed heat transfer has been analyzed for combined electro-osmotic

e-mail: maynes@byu edu and pressure driven flow in a circular microtube. The two classical thermal boundary
conditions of constant wall heat flux and constant wall temperature were considered. Such
B. W. Webb a flow is established by the combination of an imposed pressure gradient and voltage

potential gradient along the length of the tube. The induced flow rate and velocity profile

Department of Mechanical Engineering, are functions of the imposed potential gradient, electro-osmotic mobility of the fluid, the
Brigham Young University, ratio of the duct radius to the Debye length, the established streamwise pressure gradient,

Provo, UT 84602 and the fluid viscosity. The imposed voltage gradient results in Joule heating in the fluid,

with an associated distributed volumetric source of energy. For this scenario, the solution
for the fully developed, dimensionless temperature profile and corresponding Nusselt
number have been determined. The fully-developed Nusselt number is found to depend on
the duct radius/Debye length ratio (termed the relative duct radius), the dimensionless
volumetric source, and a dimensionless parameter that characterizes the relative
strengths of the two driving mechanisms. This parameter can take on both positive and
negative values, depending on the signs of the streamwise voltage and pressure gradients
imposed. Analytical results are presented and discussed for a range of the governing
dimensionless parameterdDOI: 10.1115/1.1597624

Keywords: Channel Flow, Convection, Heat Transfer, Laminar, Microscale

Introduction typically small, with average velocities of the order of a few
. . m[n/s. Therefore, even small pressure differences imposed along a
Transport phenomena have recently found importance in nove . LT T .
Imlcrotube may result in velocity distributions and corresponding

technologies in micropower generation, chemical separation PSw rates that depart from the purely electro-osmotic case. While

cesses, cell analysis instrumentation, and other biomedical diI mav not be likely that combined pressure and electro-osmotic
nostic techniques. At the microscale, where channel cross-secti%\s y y P

are of the order of 10Qum, generating fluid motion is a formi- rces would be intentionally imposed, pressure differences may

. . result if one reservoir becomes pressurized as a result of the
dable challenge. Conventional pressure driven flow technology at ~ . ; . .
; ; o pumping or due to some other means, or if variations in the wall
these physical scales requires significant pressures. Whereas )

copums capatle of g such pressres e avalaGf T 412 13) When b et osmoteand e
[1-3], their manufacture and maintenance are diffi¢al, and tpe superimposed effect of both phenomgh@]. It should further

they lack the precise control that is often needed in such MICTYS noted that the pressure force may either assist or oppose the

luidic applications[4]. Electro-osmotically generated flow pre- ! L d . '
" . ) S .~ electro-osmotic driving force, depending on the relative signs of
sents a viable alternative to pressure driven flow in liquid deliver, . : .
the applied pressure gradient and voltage gradient.

systems, featuring better flow control and no moving parts. Sev-

eral previous studies have reported on successful demonstration 0§|nc_e the fluid dynamics of c_om_b_med pressure and elt_ectro-
- . osmotically generated flow are significantly different from either
electro-osmotic pumping systerfs—8|.

Electro-osmosis is the bulk movement of liquid relative to %radltlonal pressure driven flow or purely electro-osmotically in-

stationary surface due to an externally applied electric field, an(%ilced flow, the thermal transport dynamics are expected to be

was first observed and reported by Reuss nearly two centuries Uite different as well. Two elements of this combined flow sce-
. 1 repc y Y Fio result in departure from traditional pressure driven flow heat
[9]. The physics of this unique flow phenomenon have been

scribed in detail previouslf10,11]. The resulting electro-osmotic ansfer.
flow velocity distribution is a function of the ratio of the capillary 1. The velocity profile in the tube will be a strong function of
radius to the Debye length, where the Debye length characterizes the relative strengths of the pressure driven and electro-

the penetration of non-neutral charge into the fluid medja6. osmotically driven character of the flow, and is dependent on
When the capillary radius is much greater than the Debye length, the capillary radius-to-Debye length ratio. The resulting ve-
the resulting velocity profile is nearly uniforiftharacterized by locity profile in the tube will influence the temperature dis-

slug flow). At the other extreme, when the capillary radius is of  tribution and resulting heat transfer.

the same order as the Debye length, the flow exhibits a velocity2. The applied voltage gradient and its induced electric current

distribution more nearly like that of classical pressure driven flow.  establishes Joule heating in the fluid, resulting in a volumet-
The liquid flow rates induced by electro-osmotic potentials are  ric energy generation therein. The magnitude of the thermal

energy source has significant influence on the temperature
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ameters of the order of 10@m, the hydrodynamic and thermal constant properties, where the momentum and energy equations

entrance regions are expected to be only a few millimeters @ame uncoupled. This case provides a baseline from which flows

length. Therefore, fully developed flow may prevail over the mawith highly variable properties will deviate, depending on the de-

jority of the tube length in a given microfluidic application. Angree of variability experienced. The paramdiein Eq. (1) is the

understanding of the thermal transport characteristics for sugtio of pressure to electro-osmotic driving forc€ss (a%/4&¢)

fully developed flows is therefore needed, and is the objective s (dp/dx)/(d®/dx)]. For constant fluid propertief is also

this work. constant provideddp/dx)/(d®/dx) is invariant as well, which is
Classical fully developed pressure driven flow and heat transfgie scenario considered here. The fluid normalized average veloc-

are well understood, and analytical treatments can be found in a8y defined asJ = u/u,, whereu is the average fluid velocity, is

undergraduate heat transfer text. Several analytical studies hggermined by integration of E¢l) over the tube cross-sectional
appeared in the literature describing the hydrodynamics of fullitea which yields

developed electro-osmotic flow through circular and rectangular
channels[14-16]. More recent hydrodynamic studies have ex-
plored the effects of streamwise gradients in the electrical conduc- 2 Z1o(2) @
tivity [17], and variations in the wall zeta potenfiaR,13]on the .
velocity field. Additionally, some experimental studies have re- FOr I'==, pressure forces dominate the momentum transport
ported on velocity profile measurements associated with electfRr @ny value ofZ), and a classical laminar Poiseuille flow para-
osmotic flows in circular and rectangular chanridig—21]. bolic prof|_le is re_covered from Eq1). For_F—»O, the momentum _
With regards to characterization of the convection heat transféanSport is dominated by electro-osmotic forces, and the velocity
associated with electro-osmotic flow, relatively little prior workProfile is governed solely by the relative duct radifis For Z
has appeared in the literature. Li et al. have explored electrokiz® (@nd '=0), Eq. (1) reduces to the classical Helmoltz-
netic effects induced in a pressure driven flow on the frictiongMmoluchowski equatiom/ueo=1 [10]. For situations where the
and heat transfer characteristics for both round and rectangupipSsure force opposes the electro-osmotic féfee0), regions
microchannels[22,23]. They report that the resulting induced’ Poth negative and positive velocity may occur in the tube.
electrokinetic potential results in a reduced flow rate, a greatdgative velocities arise first on the tube centerline, and are found
friction factor, and a reduced Nusselt number from the classici'€n I'<[1/1o(Z) —1]. This criterion results only whed" is
laminar pressure driven flow scenario. There exists also some Pggative, with a magnitude such that the opposing pressure force
lated early work exploring the effect of volumetric energy dissiresults in retardation of, gnd _ultlmate!y reverse f_Iow in the tube
pation on thermal development in channels under pressure driiHe: whlle ele(_:tro-osm05|s drives positive velocm_es near the tube
flow conditions[24]. In a recent study the convective heat trandV@ll- This relation reveals that the value bffor which negative
port characteristics for purely electro-osmotically driven, fully deflow occurs decreases from a valuelot—0.21 atZ=1 to an
veloped flow, with its unique combination of complex velocity2Symptotic value of-1 at largeZ, reaching a value df=-0.99
distribution and fluid Joule heating, was presenfgf]. These &t Z£=6. Of course, for—I'—, pressure driven flow in the re-
results show that the Nusselt number is strongly dependent on H§&Se direction dominates.
magnitude of the volumetric generation, and the ratio of the tube
or channel diameter to the Debye length. However, there appeamiermal Transport—Constant Wall Heat Flux

be no studies reported in the literature treating convective heat . . .
transfer for combined pressure and electro-osmotically driven CONSider steady, hydrodynamically fully developed transport in

flow. This study presents solutions for thermaind hydrody- 2 circular tube with constant thermophysical properties and uni-
namically) fully developed combined flow in circular tubes forform volumetric energy generatlon.,Under these condlt_lons, with
constant wall heat flux and constant wall temperature bounda¥) imposed constant wall heat fi;,, the energy equation and
conditions. The heat transfer behavior is investigated parameftfsociated boundary conditions are

cally for a range of problem scenarios relevant to combined pres-
sure and electro-osmotic flow in microtubes.

— r 2,z
5o, D 2@

udT T 19 6T+S 5
ax g2 Tl Tar) Tk )
Analysi
ayst . ' o aT aT
Consider fully developed flow of an incompressible fluid with . =0 and k; =qy, 4
constant thermophysical properties in a circular microtube of ra- r=o0 r=a

diusa induced by combined pressure and voltage potential gradiis the local temperature; andk are the fluid thermal diffusivity
ents. The limiting case of low wall potentials is considered hetghg conductivity, ands is the volumetric generation due to the
where the Debye-Hikel linearization is applicablgll]. If one compined effect of resistance heating arising from the applied
defines a dimensionless radial coordinateRasr/a, and a duct potential gradient and viscous heating.
relative radiug(ratio of tube radius to Debye lengthsZ=a/X, The local volumetric source consists of Joule and viscous heat-
the normalized steady, fully developed velocity distribution can qﬁg components and has a magnitwiei2o+ w(du/dr)2. The

2 .

expressed afL0] term i, is the so-called conduction current densi@mps/nt)
1o(ZR) ) estgb_lis_hed by the applied p_otentﬁall], a_is the liquid electrica_ll
12 +I'(1-R%) (1) resistivity (-m), and du/dr is the gradient of the streamwise

0 velocity. For low zeta potentials the conduction current is essen-
where U=u/ug,, and ug, is the maximum possible electro-tially uniform across the tube cross sectid4,16]. However, the
osmotic velocity for a given applied potential field, given by viscous heating is dependent on the radial coordinate. For small
(—ellpn)dd/dx. d is the applied voltage potential field, and thevalues ofZ large velocity gradients do not exist and viscous dis-
groupinge{/u is often termed the electro-osmotic mobiliye,,  Sipation is not expected to be significant. However, as the capil-
of the liquid [15]. The propertieg, €, and ¢ are the viscosity, lary radius-to-Debye length ratio exceeds 100, although the veloc-
dielectric constant, and wall zeta potential, respectively. In geity across much of the tube is uniform with essentially no velocity
eral, these properties can be temperature dependent and for sigradient, a large velocity gradient exists near the tube wall. Volu-
tions where significant variation exists, the momentum and energetric generation due to viscous dissipation for such flows may be
equations are coupled and simultaneous solution of both equatisignificant, but its relative influence depends on the magnitudes of
using a numerical approach is requisite. However, for the saketbe imposed heat flux and Joule heating, the tube radius-to-Debye-
generality the present analysis focuses on the limiting case lehgth ratio, the fluid properties, and the physical size of the cap-

UR)=1—
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illary of interest. An order-of-magnitude analysis suggests that the U2
total energy added to the fluid per capillary length is of the order Nu=— . . (11)
w(Ueo! 8o)?mak where s, is the characteristic length over which SUS5f(RIU(R)IRAR—HS+1) [(,g(R)U(R)RAR

a velocity gradient exists. F&—, J, is of the same order as |, practice, the integrations of EqE0) and(11) were carried out
the Debye length\, whereas for small values d it is of the  merically using the trapezoidal rule for a specif&, andT.
order of the capillary radiua. The total energy added to the fluidp nonuniform grid with 1000 node points was employed in the
per capillary length due to Joule heating i§«) ma®. Recall that integration, with cell clustering near the walls where the velocity
Ueo= (1e)d®/dx, and by use of Ohm's law,=(d®/dx)/o.  gradients were the greatest. A grid size study was conducted for
Thus, the ratio of Joule heating to viscous heating is of the ordgsmbined flow conditions yielding the largest velocity gradient
(an)/(uoul,). For distilled water at standard conditions, thi§z=500, '=—1), and the results indicate only 0.7% change in
ratio will be approximately & 10° for a 100 um diameter capil- predicted Nusselt number when the number of node points was
lary [13]. Consequently, for the present analysis, we neglect tbecreased to 200. Further, the numerical integration was validated
viscous heating contribution, and consider only the limiting cad®y comparison with the classical solutions for no volumetric heat-
of uniform volumetric generation due to the conduction currenifng (S=0): Poiseuille flow(I'—«) with no volumetric heating
S%igg. (S=0) yields Nu=4.36; slug flowI'=0, Z— =) yields Nu=8.0

The classical definition of a thermally fully developed flow re[26]. The numerical integration agreed with the exact solutions to
quires that the ratioT—T,)/(T,—T,,) be invariant withx [26], Within 0.1%.
whereT,, and T, are the local wall and fluid mixed-mean tem-
peratures, respectively. Under an imposed constant heat fllkermal Transport—Constant Wall Temperature

boundary ~condition dj,=constant), this requiresdT/dx The differential equation governing thermal transport with uni-
=dT,/dx=constant, and’’T/dx*=0. Furthermore, an overall form wall temperature is identical to that for the imposed constant
energy balance on the fluid yields wall heat flux, Eq.(3). However, the boundary condition at the

tube wall is T(r=a)=T,. For constant wall temperature the
(5) asymptotic condition at a point downstream occurs when all en-
ergy generated volumetrically by Joule heating in the fluid is dis-
sipated convectively at the channel waksulting in fluid cooling
with g;,<0). The energy balance of E¢p) thus yieldsdT,,/dx
=0, corresponding to the conditiols=sa/2d,= — 1. This situa-
r}iﬁ)n is similar to fully developed Poiseuille flow in a tube with
imposed constant wall temperature and viscous dissipation, stud-
ied by Ou and Cheng27], where all viscous heating was dissi-

dT, 2q,+sa

dx  puac,
In Eq. (5) above,p andc,, are the fluid density and specific heat
respectively. Substituting E¢5) into Eqg. (3) and introducing the
dimensionless temperatute= (T—T,,)/(q,a/k), yields the non-
dimensional energy equation and boundary conditions for unifo
wall heat flux

19 a6 U(R) pated by wall convection with an axially constant mean fluid tem-
ﬁﬁ(Rﬁ +2 S—(1+S)T =0 (6) perature exceeding the wall temperature. Since the volumetric
energy generation in the fluid is assumed independent of axial
EY) position in the channel, an overall energy balance requires that
R =0 and R =1 (7) there be axially uniform cooling of the fluid. Thus, for an imposed
R=0 R=1 constant wall temperature with volumetric heating in the fluid, the

The dimensionless volumetric source is definedSassa/2d;,, asymptotic °°F‘d'“°“ requires also a constaregativewall heat
) ) . — flux. The solution for the fully developed temperature and Nusselt
and the dimensionless local and mean velocitiggndU, were  mper for theT,,= constant thermal boundary condition is there-
defined previously. i _ fore identical to the constant wall flux solution, Ed8)—(11),
Equation(6) may be integrated subject to its boundary condigiin 5= — 1. Note that the terms which vanish in H8) are those
tions, Eq.(7), yielding an expression for the fully developed temyggociated withd T,,/dx. In other words for the scenario pre-
perature distribution in the tube as an implicit function of thggnteqd here, the fully developed constant wall temperature case is
unknown Nusselt number also a constant wall flux solution.
2 2(S+1) The solution for the fully developed temperature distribution
O(R)= ——2Sf(R)+ g(R) (8) and corresponding Nusselt number for constant imposed channel
Nu wall temperature may be found by integrating E8). analytically
for the casal T,,/dx=0 to determine the temperature distribution.
The resulting solution for the Nusselt number is identical to the
solution for the constant wall heat flux boundary condition with
R?—1 S=—1, requiring that fluid convective cooling at the wall be bal-
2 (92)  anced by the volumetric generation. These solutions are not re-
peated here, since they may be derived from E8)sand(11) by
and specifyingS= — 1.
PR The dependence of normalized temperature profiles and Nusselt
1o(ZR) (R__ R® L3 number onS, Z, andI” will be explored over their relevant ranges
19(2) 16 4 16

in sections to follow, where for the present paper only velocity
Closure in the solution of Eq8) comes from the definition of the Thermal boundary conditions departing from the constant wall

where 2/Nu is the as-yet unknown tube wall temperatéyg,and
the functionsf(R) andg(R) are given as

f(R)=

1— (9b)

1
g(R)=f(R)+ 7
profiles exhibiting no negativéreverse)flow are considered.

dimensionless mean temperature, heat flux or constant wall temperature conditions discussed will
o (1 result in Nusselt number behavior that is bounded by that pre-
_J U(R)8(R)RAR=0 (10) dicted for these two limiting case boundary conditions.
Ulo

Substituting the normalized velocity (R) from Eq. (1) (for a Results and Discussion

particular value oZ andI'), and the temperaturé(R) from Eq. At this point an examination of the relevant range of the dimen-
(8), the integral of Eq(10) may be evaluated, yielding the un-sionless sourc&is warranted. Recall the definition of the source
known Nusselt number Nu: S=sa/2d,, or S=a(dd/dx)%/20q],. A reasonable upper limit
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Fig. 2 Fully developed temperature and velocity distributions
for pressure assisted flow (I'=1), three relative duct radii, and
five values of S

Fig. 1 Fully developed temperature and velocity distributions
for purely electro-osmotic flow  (I'=0), three relative duct radii,
and five values of S

on the applied potential gradiedt>/dx is 10° V/m, and the elec- emperature is independent of source magnitude. For this case of
trical resistivity of distilled water represents an approximate UPPBirely electro-osmotic flow, the maximum dimensionless tem-
bound of o=10" O-m. The wall heat flux may vary betweenperature always occurs at the wal=1, and for finiteZ, the wall

large valuedfor applied heatingto nearly adiabatic conditions. temperature magnitude increases with increasnchlso, for a
Free convection to a microtube Wit 1 cm thick insulating layer

and a 10°C temperature difference yields a lower bound on the
imposed heat flux to b, =3 W/n?. Thus, with a representative
microtube radius=50um, the maximum dimensionless source .5 ————7—+—+——+—1—+——+1—+—————— 0.5
Sis of order 10. Lower positive values &would result for finite ]
wall heating.

Figures 1, 2, and 3, respectively, illustrate the fully develope

normalized temperature distribution in the duct for value§s0
(purely electro-osmotic floyy =1 (pressure-assisted flowand ©
I'=—1 (pressure-opposed flgvor values ofZ spanning the range

1 to 500.(The parameter combinatidi=—1, Z=1 yields nega-
tive tube core velocities as shown by the reverse flow criteric
discussed previously, so only two valueszfire shown for this
case.)Each panel shows temperature profiles for five values of tt
dimensionless sourcg(—1, 0, 1, 5, and 10). Recai=—1 cor-
responds to the constant wall temperature scen@vith fluid
cooling).

The normalized velocity profiles are also shown in Figs. 1-:
The velocity profiles show that for purely electro-osmotic flowd
(I'=0in Figs. 1(a-c)), as Zis increased from a value of unity to
a value of 500, the velocity profile changes from a near-Poiseuil
flow distribution to a near-slug flow. The corresponding dimen

sionless temperature profiles fét=0 show a dependence on e 30
sourceS, with increasing yielding greater variation i over the ) 0.2 0.4 0.6 0.8 1
tube cross-section. The dependence of temperatur8 dimin- R

|§hes with Increa_sm(z; for Z=500 (Flg.' 1(0.))’ temperature pro- Fig. 3 Fully developed temperature and velocity distributions
files for all magnitudes of are nearly identical. Indeed, for slugyq, pressure opposed flow  (I'=—1), two relative duct radii, and

flow (Z—=), U(R)/U=1, and Eq(6) shows that the normalized five values of S
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uniform surface heating, the wall temperature gradient, 25

360/ dR|r=1, is constant(as can be observed in the temperature F (@) S=-1 P ]
profiles for all cases in this stuglySince the fully developed 20:‘ — .7=5 1
Nusselt number is inversely proportional to the normalized wall i - —-Z=20
7 . . s e Z=100 -]
temperature (Nu=2/6z-,), increasingS yields lower Nusselt Nu e 7 =500
number. 10fe. 3
For the pressure-assisted flow scenaiic=1) illustrated in N ]
Figs. 2(a—¢, the velocity profiles exhibit flow qualitatively simi- SE e E
lar to classical pressure-driven tube flow except Ze+ 500, for E ]
which a very thin hydrodynamic boundary layer is observed at the O b b e b
tube wall due to the electro-osmotic body force in that region. The 25:- LIS L AL T ]
maximum velocity in the tube always occurs at the centerlRe, 2of (B)S=0 —7 ]
=0. The temperature profiles show that, unlike the purely electro- b — -Z=5 E
osmotic flow case of Fig. 1, for combined electro-osmotic and 1sE RRNRE Juk >
pressure-assisted flow the normalized temperature is a function of Nu L e Z =500

Sfor all values ofZ. Interestingly, foiZz=1 andI'=1 the velocity
distribution is quite similar to itd’=0 counterpart, as are the
corresponding temperature profiles. Zsncreases, however, the
velocity profiles for the purely electro-osmotic and the combined

pressure-assisted cases are quite different due to the additive ef- 25
fect of both fluid driving mechanisms. Consequently, the tempera- [ e ' i ' ' ]
ture profiles exhibit greater variation between tube centerline and 20F. (©)s=1 ——a 3
wall extremes. These differences are more pronouncedZfor — -Z=5 ]
e, 5k .
Hydrodynamic behavior for combined, pressure-opposed flow, Nu 5\\‘\. ----- Z =500
illustrated in Figs. 8a,b), is radically different from either of the TOR" s, 3
two cases previously discussed. Recall thaffer—1 (at largeZ), ST ]
A . .. . . S5F ~ R e L 3
the pressure opposing the electro-osmotic driving force is suffi- F T o e e e
ciently high to yield vanishing centerline velocity, according to N P N S I
Eq. (1). Thus, while a thin hydrodynamic boundary layer contin- -1 0 1 2 3 4 5
ues to exist at the wall for this pressure-opposed case, the maxi- r

mum velocity is found near the wall rather than at the tube cen-

terline, and a nearly stagnant central core exists. Further, thig. 4 Fully developed Nusselt number variation as a function
velocity gradient at the tube wall increases with increaZingszZ  of T for five relative duct radii and dimensionless source mag-
decreases, so also does the maximum velocity, and the positiorhigfdes of —1, 0, and 1.

the maximum is shifted slightly toward the duct centerline. Nor-

malized temperature profiles for this pressure-opposed condition

also exhibit behavior radically different from tHe=0 andI'=1  {he decreasing dimensional mean temperature due to the stagnat-
cases. FoiS=0, ¢ is approximately constant over much of thﬁng core flow, as seen qualitatively in Fig. 3. It is also interesting
duct cross-section, rising to a maximum at the wall, regardlessgf ,ote that for the same magnitude of wall heat fl&=1,
the magnitude ofZ. For positive values of, the temperature the Nusselt number for the constant wall temperature scenario
profiles exhibit a local minimum. Further, for increasifigthe  (s=— 1 fluid cooling)is nearly double that for the constant heat
maximum dimensionless temperature occurs at the duct centerlpg boundary condition $= 1, fluid heating).
rather than the wall. Thus, the nearly stagnant core can reachrpe fully developed Nusselt number is plotted ver§ufor S
temperatures significantly higher than at the wall. The implication 10 and a range o in Fig. 5. For this value oSthe asymptotic
is that the dimensional mean temperatufg,, may exceed the Nusselt number at large is 1.17. At moderate values & the
wall temperature,T,,. Thus, the predicted dimensionless wallhaximum Nusselt number occurs at the minimum allowable value
temperatures for sufficiently larggmay be negative, and the heaiof I". However, asZ increases the Nusselt number exhibits a sin-
transfer coefficient as classically defined will also be negativgylarity wherein Nu— *oat a critical(negativevalue of[. ForI’
This unusual behavior is more pronounced for increasing valugss than this critical value the Nusselt number, as classically de-
of Z. Another interesting implication is that for some unique valugned, is negative. As illustrated previously in Fig. 3, this occurs
of S (dependent o™ and Z), the fully developed dimensional when the volumetric source is sufficiently high to cause tempera-
mean and wall temperatures may be identical. Consequently, fgfes in the stagnant coféor I'<0) to exceed the wall tempera-
the uniform wall heating boundary considered here;-Nu ture, with the resulting dimensional mean temperature exceeding
Figures 4(a-tshow, respectively, the fully developed Nusselihe wall temperature. In general, this critical valuel'a a func-
number as a function df for 1<Z<500 for S=0 (limiting case tion of bothZ andS, and occurs principally for larger magnitudes
of no volumetric heating S=1, andS= —1. The minimum value of both parameters. Further, for a fixed value Sifthe critical
of I' plotted for a specified corresponds to that value bfwhich  value ofI" which yields this singularity in Nu shifts toward 1 as
results in a negative core flow conditioie., T'in=[1/1o(Z)  Z decreases, and the singularity vanishes for sufficiently sall
—1]). Generally speaking, the Nusselt number is a maximum atPresented in Fig. 6 are fully developed Nusselt number predic-
I'min, @nd it is in this range of that Nu is most strongly depen-tions as a function 0§ at Z=500 for a range of" corresponding
dent onZ. The Nusselt number increases with increasing relative pressure-assisted flow. Predictions are showSfalues rang-
duct radiusZ for a given value ofl". As I'—, pressure forces ing from 0.1 to 100 to fully illustrate the behavior, although values
dominate, and the Nusselt number decreases asymptotically to ®ieS>10 are not likely. Also tabulated in the figure are fully
respective Poiseuille flow limits Na4.36 for no volumetric heat- developed Nusselt numbers corresponding to each valdefaf
ing, S=0, Nu=3.43 forS=1, and Nu=6.0 foiS= — 1. The Nus- the constant wall temperature solution, denoted_Ny . Predic-
selt number for pressure-opposed flow may reach a magnituitens for other values of (not shown)reveal that the qualitative
nearly six times that for the purely pressure-driven flow limit. Th&lusselt number behavior shown in Fig. 6 is similar for 2ll
maximum in Nusselt number, occurring Bt=—1, results from differing primarily in magnitude. AS—<, Nu—0 for all I'. This
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0.1 1 10 100

Fig. 7 Fully developed Nusselt number as a function of S for
T large relative duct radius  (Z=500) with '=—1, —0.5, and 1. Cor-
responding Nusselt numbers for the constant wall temperature
Fig. 5 Fully developed Nusselt number as a function of I'fora  scenario (S=—1) are also shown.
dimensionless source of 10 and four relative duct radii

cal fashion, the Nusselt number may exhibit singular behavior and
may be explained by examination of the definition of the dimeriake on negative values for combined electro-osmotic and
sionless source, which reveals that the scenario describesl bypressure-opposed flow. Figure 7 shows that this singularity in Nu
—o is equivalent to vanishingly small imposed wall heat fluxpccurs at largelS as I' increases, and vanishes completely for
Previous work by Tyagi et al. has described the Nusselt number0.
dependence o8 for purely pressure-driven flop28]. Predictions
carried out here fol'—c are identical to these previously re-Conclusions
ported data. Ad" decreases such that the electro-osmotic driving Thermally fully developed. heat transfer has been analvzed for
potential becomes more significant, the Nusselt number increases. ermally 1ully developed, healt franster has been analyzed 1o

Note that e constant wall temperature boundary conditén {iT iR TRERTORRC AT BERIE Tl (O 08 S
= —1) yields the maximum Nusselt number for a given value g ' Y

I'in pressure-assisted flow. yeloped Nussell number has been found to depend on the felative
The Nusselt number singularity observed in Fig. 5 is furtheciuctloradius the dimensionless volumetric sourl?:e and the dimen-
explored in Fig. 7, where Nu is plotted as a functionSofor Z ' '

—500 and three values &F (—1, —0.5, and 1). Again the magni- sionless ratio of driving potential$,. This ratio can take on both
tudes for theS=—1 scenario ére s.h(,an. Fﬁ<0 the predicted positive and negative values, depending on the signs of the

Nusselt number magnitudes for the constant wall temperature cgérﬁj aeréwvg;l%e t\é(gt\?glicailtnd dFi)srteriSbSl:JtEgngéi?]Iiiﬂtssellns]%ovj-en(qu\igr %Z?ft've
dition are smaller than the condition of uniform fluid heating. Thi | core V\;ith an acco):n anving local minimum at the dL?C'[ cen-
is of course in contrast to the behavior noted in the preceedi panying

) : h : tline. Whenl ,,<I'<0, the Nusselt number as traditionally de-
paragraph. The figure further illustrates that, defined in the clas thed may be negative under certain conditiédspendent on the

magnitudes of’, S, andZ). This occurs when the source is large
enough that the mixed-mean temperature exceeds the wall tem-
y ™ perature. In general, the Nusselt number decreases for increasing
e, £=500 S and decreasing.

Nomenclature

a = tube radius

¢, = fluid specific heat

h = convective heat transfer coefficient
i = conduction current density

k = thermal conductivity
Nu = Nusselt number (Ra/k)

Nu

p = static pressure
r = radial coordinate
R = normalized radial coordinate fa)
gy, = wall heat flux
s = volumetric energy generation
S = normalized energy generatiosd/2d})
T = absolute temperature
Fig. 6 Fully developed Nusselt number as a function of S for Tm = mixed mean temperature
large relative duct radius  (Z=500) and five values of I'=0. Cor- Tw = channel wall temperature
responding Nusselt numbers for the constant wall temperature u = local fluid velocity
scenario (S=-—1) are also shown Ue, = Mmaximum possible electro-osmotic velocity
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U ~ average VEIOCity # Er::istjosnt')nNé%é;lrl]gryHS;ecstyrol\gﬁoArésizso mb;;aggygg—gzmgl:nigmigs rI]Et;(t)(l.rﬁ.fal
U = normalized local velocity {/ue) _ Voltage,” Anal. Chem. 72, pp. 1088—1092.
U = ratio of mean velocity to maximum electro-osmotic [9] Reuss, F. F., 1809, “Charge-Induced FlovRtoceedings of the Imperial So-
velocity (U/ugp) ciety of Naturalists of Moscav, pp. 327-344.
X = streamwise coordinate [10] Probstein, R. F., 1994&hysicochemical Hydrodynamicand ed., Wiley, New
- ) . ] York.
Z = ratio of Cap”lary radius to Debye Iengtm/()\) [11] Rice, C. L., and Whitehead, R., 1965, “Electrokinetic Flow in a Narrow Cy-
Greek Symbols lindrical Capillary,” J. Phys. Chem§9, pp. 4017—-4024.
. o [12] Ren, L., and Li, D., 2001, “Electroosmotic Flow in Hetrogeneous Microchan-
a = thermal diffusivity nels,” J. Colloid Interface Sci243, pp. 255-261.
¢ = fluid dielectric constant [13] Gleeson, J. P., 2002, “Electroosmotic Flows With Random Zeta Potential,” J.
b = applied potential field Colloid Interface Sci.249, pp. 217-226.
I = ratio of pressure to electro-osmotic driving force [14] Hunter, R. J., 19817eta Potential in Colloid Sciencécademic Press, Lon-
don.
2
(a“/4e)[(dp/dx)/(dd/dx)] [15] Valko, T. E., Siren, H., and Riekkola, M., 1999, “Characteristics of Electro-
N = Debye length Osmotic Flow in Capillary Electropheresis in Water and in Organic Solvents
n = absolute viscosity Without Added lonic Species,” J. Microcolumn Seftl, pp. 199-208.

Leo = €lectro-osmotic mobility(e/w) (16] ggﬁﬂiﬁ;’sﬁg fg‘dp':?gaggi’mzsﬁ;pli%‘;’;El'ggtlmki"e“c Flow in Ultrafine
4 i kln_ematlc_wscosny [17] Sounart, T. L., and Baygents, J. C., 2001, “Electrically-Driven Fluid Motion in
p = f_'“'q densﬂy o Channels With Streamwise Gradients of the Electrical Conductivity,” Colloids
o = liquid electrical resistivity Surf., A, 95, pp. 59-75.

# = normalized temperature [18] Paul, P. H., Garguilo, M. G., and Rakestraw, D. J., 1998, “Imaging of Pressure
6. = normalized wall temperature and Electrokinetically Driven Flows Through Open Capillaries,” Anal. Chem.,
vz = wall zeta potential 70, pp. 2459-2467.
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Simulation of Unsteady Small
sreekant V. J. Nanmanchi | Heat Source Effects in Sub-Micron
iy tuty f Heat Conduction

School of Mechanical Engineering,

Purdue University, In compact transistors, large electric fields near the drain side create hot spots whose
585 Purdue Mall, dimensions are smaller than the phonon mean free path in the medium. In this paper, we
West Lafayette, IN 47907 present a study of unsteady hot spot behavior. The unsteady gray phonon Boltzmann

transport equation (BTE) is solved in the relaxation time approximation using a finite
volume method. Electron-phonon interaction is represented as a heat source term in the

. c"s"na H. Amon phonon BTE. The evolution of the temperature profile is governed by the interaction of
Institute for Complex Engineered Systems and four competing time scales: the phonon residence time in the hot spot and in the domain,
Department of Mechanical Engineering, the duration of the energy source, and the phonon relaxation time. The influence of these
Carnegie Mellon University, time scales on the temperature is investigated. Both boundary scattering and heat source

5000 Forbes Ave, localization effects are observed to have considerable impact on the thermal predictions.

Pittsburgh, PA 15213 Comparison of BTE solutions with conventional Fourier diffusion analysis reveals sig-

nificant discrepancies.[DOI: 10.1115/1.1603774

Keywords: Computational, Conduction, Heat Transfer, Microscale, Nanoscale

1 Introduction Two-dimensional simulations of concurrent electrical and ther-
o . mal transport in semiconductor devicgSaAs MESFETs and Si
In recent years, the extreme miniaturization of integrated cifz SFETs)have been reporte®2—25. The approach is to con-
cuits has led to increasing concerns about the steady and unste &r hydrodynamic equations for eléctron transpp6] and en-
thermal performance of mlcro-elecpronlc dev_lces. It is now we rgy conservation equations for electrons and the different phonon
established that conventional Fourier analysis leads to erroneqiizy o The equations are derived by taking moments of the Bolt-
thermal predictions when the mean free path of heat carriers g, equation and are hence lower-order approximations. Addi-
comparable to or larger than the characteristic domain size. Th'%ibQ‘nally, an important simplifying assumption in these studies is
also true when the time scale of interest is smaller than the relemét heat propagation by acoustic phonons is assumed to be
ation time of the carrier§l,2]. When the system length scale i hrough diffusion(Fourier law).
com_parable to the carrier mean free path 1, but I_arg_er than the;oq published work in this area addresses steady state behav-
carrier wavelengtiA, the Boltzmann transport equation in the rejo The focus of the present work is the unsteady behavior of
laxation time approximation can be employg8-5]. Phonons, gma|i heat sources. We consider an unsteady hot spot in a thin
which are quantized lattice vibration,7], are the predominant javer and examine the interaction of phonon residence time, hot
energy carriers in semiconductors at room temperature. CUfFefjggot duration, boundary scattering time scales and relaxation time
in typical devices, the region of strongest electron-phonon intefgnstants in determining peak temperature rise and the rate of
action (i.e., heat generation regipfs of the order of 10-30 NM (emperature decay. For clarity, only a single phonon mode repre-
and is much smaller than the mean free path of phonons, whichyightative of all three phonon branches is considered, and disper-
approximately 300 nm in silicon at room temperat{6¢ sion effects are neglected. By using this simplified model, the
Studies illustrating non-local spatigl9—11] and temporal jntent s to clarify fundamental mechanisms for thermal transport,
[12,13]effects have been reported. Studies have also been pghy to explain the departure between Fourier predictions and
formed to examine Joule heating effects in semiconductor devicgspse using the BTE. The results may help explain the behavior of
Sverdrup et al[14] report steady one-dimensional results of thghore complex models for unsteady sub-micron thermal transport,

temperature distribution in the presence of a localized heat soufggjuding multiple phonon branches, dispersion effects and
in a silicon-on-insulatofSOI) device. Their results indicate thatg|ectron-phonon coupling.

Fourier law underpredicts the maximum temperature rise substan-

tially due to heat source localization effects. Another study by Formulation

Sverdrup et al[15] focuses on peak temperature rise in sub-

micron devices under electrostatic dischaf@sD) conditons ~ 2.1 Governing Equations. The calculation domain is
[16] Sverdrup[17] and Sverdrup et a|[18] have performed a ShOWn n Flg 1. Only one quarIEf Of the domaln IS S|mu|ated due
two-dimensional study of temperature distribution in a NMO% symmetry. The length and widthd are chosen so that/l
transistor using the phonon BTE. They divided phonons into1; alsoL/A>1 andd/A>1, wherel is the phonon mean free
propagating and reservoir modgk9,20]. The propagating mode path anad\ is the phqnon ngelength. The heat source, rfapresented
is responsible for energy transport, while the reservoir mode furley the shaded portion in Fig. 1, occupies a square of distethe
tions in a purely capacitative mode and does not contribute §@Mputational domain. Itis turned ontat 0 and stays on with a
thermal transport. Their results indicate considerable discreparfgggnitudeq till a time t,, after which it is turned off. This heat
between BTE and Fourier solutions. Sverdrup d2allhave also pulse is representative of the electron-phonon interaction, which

experimentally demonstrated the localized heat source and ngfPOSits energy to the phonon system. Sverdrup ¢t&largue
equilibrium effects in the vicinity of a hot spot. that since the electron-phonon interaction time scales are approxi-

mately two orders of magnitude smaller than the phonon-phonon
Contributed by the Heat Transfer Division for publication in th®URNAL OF interaction tlmes.’ the energy t.ranSfer from the elec_trons to the
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 17, 2002!3honons can be |nco_rpor_ated via a heat source term In the phonon
revision received June 3, 2003. Associate Editor: G. Chen. BTE; a similar practice is adopted here. Alogerd, diffusely
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V4 . Here, |,,= aT;‘vlw and o is the Stefan Boltzmann constant for
diffuse phonons. The expression fer(T) under the Debye model for
£ energy density i$7]
T al P
w‘\ A4 > X (T) _ 3 k4 0 IT X3 dx (3)
T 7 87423 B, (1)
) Under the limit6p /T>1, o is independent of temperature and
diffuse diffuse reduces to £2k3)/(40h°1%) [5]. The assumptiord, /T>1 is
T used in the present study for simplicity and also since it permits
%I comparison with solutions from radiative transport literature.
d Tw Nonetheless, it should be noted that under the Debye model for

energy density in a solid, the assumptionépf/T>1 is not ap-
propriate for silicon at room temperature, though it is appropriate
for diamond at room temperatufB].

The phonon direction vectdris in Fig. 1 and can be expressed
as §=sin#sin ¢i+sinfcos¢j+cosék. An equivalent tempera-
ture may be computed from the angular average of the intensity as

7T|0 1/4
=

g

Computational
Domain

Fig. 1 Computational domain and coordinate system

“

reflecting boundaries are chosen to model the interface betweer he dimensionless parameters governing the problemrare:

the device layer and adjacent material; similar assumptions hadte acoustic thickness of the domain, which is a ratio the phonon

been made in14,18]to capture the size effect. Ad=L, a con- residence time in the domain to the phonon scattering time scale;

stant wall temperature is chosen, representing a heat sink. 74, the ratio of the phonon residence time in the hot spot to that in
The phonon BTE in the relaxation time approximation can bée domaini,, the ratio of the heat source duration to the phonon

written as residence time in the domain.

af 0

R w fW L.
—r Tow Viw=——+ay 2.2 Boundary Conditions
S,w

Specularly Reflecting BoundariesFor a boundary with
outward-pointing normaf, the intensity for directions entering
ghe domain §-A<<0) is given by

wheref,,(F,t) is the phonon distribution functior,, is the pho-
non velocity vector,s, is the phonon relaxation timéﬂ, is the
Bose-Einstein equilibrium distribution function of the phonon

and is given by 15 (8)=15(5)
0 1 where

fW:(ehw7RBT_l) N ~ A AVA

§,=8—-2($-A)N

We define phonon intensifp] as For directions incoming to the boundar§-f=0):

1 (Yo (8]1*)=
I=E I vy fuhwD(wW)dw v-(817)=0
P 0 Diffusely Reflecting BoundariesFor directions leaving the

where the sum is over the three phonon polarizatipns is the boundary and entering the domaig: (<0)

phonon frequencwvy is the cutoff frequency, an®(w) is the 1
phonon density of stat¢g]. We neglect phonon dispersion effects I (8)=— J 1*(8)8- AdQ
and represent all phonon polarizations with a single veloeity T Jsn>0
Defining dimensionless variables For directions incoming to the boundarg-=0):
tv tyv L d (8]1%)=
R i e
S Given-Temperature BoundariesFor directions leaving the
=1y 1 10—1, boundary and entering the domaié <<0)
I*= ;1% =—— | 1*dQ= (@)

gL/v’ a7 |, qlL/v k=0
where r, is the phonon relaxation time and is the equilibrium For directions incoming to the boundarg-=0):
intensity. The quantityg is to be understood as the total energy V.(81*)=0

deposited over all frequencies, i.e., the integral aygr
The dimensionless equation for gray phonon radiative transfer carp.3  Numerical Method. The finite volume methof27-29

be written as is employed to solve the two-dimensional equation for phonon
gl* radiative transfe(EPRT). The spatial domain is disc_retized into
—— V- (81%)= 7 (1% —1*) + S(t*) (2) rectangular control volumes, while the angular domain at any spa-
at* tial point is discretized into non-overlapping control angles; the
for 0<x* <7y centroid of each control angle is denoted by the direction vector
Each octant is divided intbl,X N, control angles. The details of
S(t*)=1 for t*<r, the discretization procedure are describef2#,29]. The transient
=0 for t*>7, term in Eq.(2) is treated using a fully implicit scheme, while the
step schem¢28] is used to treat the convective term. Each dis-
for x*=74 S(t*)=0. crete angular direction results in a linear set of algebraic equa-
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tions, which are solved using the tridiagonal matrix algorithm o =001
[27]. The directions themselves are solved sequentially using Pi- 'F A &jg-;
card iteration. 09 N
. . . . )
2.4 Calculations of Fourier Conduction. Computations of 0.8] )
Fourier conduction in the presence of an unsteady hot spot are
also done for comparison. In all the computations presented in this 0.7y
paper, the specific heat is computed under the assum@tpT 06
>1 [7], consistent with the assumption for computatioropto Lol
£ os¥
that x OSE
o 4E
4m® KGT®  160T3 . T *F
T10 8% ®) 03fF
Cis evaluated for all Fourier conduction computation¥ gt The 02F
thermal conductivity is computed from kinetic theory ok
k:CUZTS/S (6) 05....1....1..‘.1....1
. . . - . 0 0.25 05 0.75 1
The corresponding dimensionless thermal conductivity used in the v

Fourier computations isk(L)/(4o-T3V):2.39. Using a tempera-
ture dependen€ andk does not alter the nondimensional resultfig. 2 Comparison of predicted temperature profiles with so-
by more than 3%. The equivalent volumetric heat source usedligion from [31] for radiative heat transfer between black paral-

4 lel plates enclosing gray absorbing emitting medium
7q

14
The boundary ay* =d/L is treated as an adiabatic boundaryVhereq is the dimensionless heat flux vector

Numerical simulations are done using the finite volume scheme
described i 30], with a fully implicit scheme for time stepping.

" _—

G=7, | 8o 8)

3 Results and Discussion Fort* <74, phonons originating in the hot spot have not had time

Non-dimensional results for temperature are presented in terfRdeave the hot spot and ballistic effects are negligible. Thus the
of the variable® = (T*—T4)/(mqL/ov) for a range of acoustic flux term in Eq.(7) is negligible. Since the initial conditions are
W.

thicknesses,, = 0.0558—5.58. The hot spot sizg is fixed nomi- isotropic, the phonon intensity within the hot spot is also isotropic.

nally at 0.1, though variations about this value are also compute-l—cf.Ie BTE in this limit may be approximated as:

The duration of the hot spot is varied in the range-0.01-20. a*  g10*

Both specular and diffuse boundaries are considered/*at (n—*=at—*=s for x*<rq

=d/L. The specular boundary condition denotes a one-

dimensional problem in the direction. The diffuse boundary =0 for x*=74 9)
condition models phonon confinement because of boundar

TKus, the solution fot* <7, is I* =1 =t* inside the hot spot,
and a linear rise iT* with time is expected. Outside the hot spot,
3.1 Numerical Accuracy. Unless otherwise mentioned, thethe intensity solution i$* =1%* =0, since phonons originating in
results presented here are computed using a baseline spatial Mggthot spot have not yet left it. Thus, fof<7,, the heat-up is
of 100X10 cells, an angular mesh f, X N,=8x8 in the oc- pyrely capacitative.
tant, and a time stept* =At/(L/v)=0.001. A number of simu- ) o
lations were carried out with finer spatial and angular discretiza- Case 7q<<74. For this case, the hot spot duration is smaller
tions, as well as a smaller time step. The predicted maximdii@n the travel time required by the phonon to cross the hot spot.
temperatures at representative time instants did not vary by mérer t* <7, the temperature rises linearly urttfi= 7, . Once the
than 2% with respect to the results obtained with the baselih@at source is turned off, the intensity in the hot spot region is
mesh. A mesh of 100%0 and a time stept* =0.001 is used for €xpected to remain constant in time until phonons leaving the hot
the Fourier calculations. Comparisons with calculations on fingpot enter the cold channel. For an acoustically thin hot spot
meshes indicate that the maximum temperature is accurate to Weli7.<1), this occurs over a time scate 74(=(d/v)/(L/v)).
within 0.1%. Thus, for 7y>t*> 7, the intensity and the temperature are ex-
Comparisons are also made between the steady state solutiopaeted to remain constant. The peak temperature corresponds to
the EPRT and the published literatur@1] for the problem of ©=r7,. Beyondt*> 7, ballistic transport of phonons from the
one-dimensional radiation between plane slabs. Two infinite blabkt spot region causes the hot spot intensity to fall. Heat released
parallel plates are maintained at two different constant tempeia-the hot spot reach the cold boundary at time scellesO(1) if
turesT, andT, and contain an absorbing and emitting medium ithe intervening material is acoustically thin, i.e;,<1. These
between them. The solution to the one-dimensional gray radiatiobends are clearly visible in Fig. 3 which shows the variatiof®of
problem in radiative equilibrium is the same as that for the EPRVersus t* for 7q=0.01 at a point in the hotspotx{=x/L
Figure 2 shows the non-dimensional results for a range of acoustig) 015y* =y/L=0.045) for an acoustic thicknesses=5.58
thicknesses. The numerical solution matches well with the exagid r,=0.1, for both specular and diffuse top walls. Since ballis-
solution[31]for the entire range of acoustic thicknesses. tic transport is not important far* <74, there is little difference

3.2 Asymptotic Behavior. The overall temporal behavior between the two boundary conditions for snéll boundary con-

of the system may be understood by examining its behavior in tfieement effects only begin to manifest themselves tfor 74
limits of 7,. Averaging the BTE over the angular spaceylelds Once phonons have had to time to encounter the boundary. Calcu-
lations using the Fourier conduction model show that fbr

scattering.

91 +V.4=5 @) <74, heat-up is again predominantly capacitative. However, the
at* infinite wave speed of the Fourier conduction equation implies
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Fig. 3 \Variation of temperature with time at point (0.015,0.045)

for 74=0.1, 74=0.01, and 7, =5.58 Fig. 5 Spatial variation of temperature with x* along y*

=0.045 for different acoustic thicknesses, for 74=0.1 and 7,
=0.01
that the temperature of the hot spot begins to fall instantaneously
for t*>7-q, as seen in the inset in Fig. 3, unlike for the BTE
Since the channel acoustic thickness is relatively high, the
Fourier and BTE responses are not significantly different.

black plates containing a gray absorbing and emitting medium
[31]. For the parameters associated with FigP4~0.72, and a
steady state value & ~0.56 may be computed, which matches
Casery>74. The behavior for large is presented in Fig. 4 the computed value closely. Once the hot spot is turned off, the
which shows the variation o® with time for the point(0.015, temperature falls, as expected. Computations using the Fourier
0.045) for 74=0.1, 7, =0.558 andr,=20. Here again, fott* law show a_faster response time than those using the BTE_, a trend
<14, the variation of® versust* is linear, but is not visible on @IS0 noted i32]. The steady state value @fis also substantially
the scale of the figure. Fag,>t*>ry, the temperature continues!/ower. The steady-state Fourier value may be estimated from a

to rise, but at a reduced rate, as phonon transport removes H@|gnce of heat generation and conduction away from the hot spot

from the hot spot; the curves approach the steady state values q"V~KA(T-T,)/L (11)
asymptotically fort* <7,. The steady state value is dictated by . )
the balance of heat generation within the hot spot and its 108§iNgk=Cuv°7¢3, a value of® ~3747 ~0.17 may be deduced,

through phonon transport from the hot spot to the cold wall. Thugonsistent with the plateau for Fourier conduction in Fig. 4. This
asymptote can also be derived from the acoustically thick limit of

q"V~AV, (T4 —T5) (10) Eq. (10) using¥,=4/37_ [31]. Assuming small temperature dif-

Here, T is the average temperature of the hot spois the volume ferenges' the qulvalent conductl\_/lty_lmplled by E‘*‘_’)_f‘” the

of the hot spot, and\ is the surface area through which the hoBTE 18 Ker~40oT,WilL. Thus, assigning a conductivity to the

spot loses energy?,, is a measure of the acoustic conductancgh@nnel from kinetic theory overestimates the equivalent conduc-

due to channel length. Thu8 ~4 7,/ ¥, at steady state. For a tance by a factor of 4/(8 ¥;,). The time constant for the Fourier

specular boundary at* =d/L andt*>1, ¥, may be estimated Case is~ L2C/k; the corresponding dimensionless value ig 3A

from the theory of steady radiative heat transfer between parafdpilar value for the specular BTE may be estimated from
L°Clkeg, resulting in a dimensionless time constant of¢/
Thus the Fourier time constant for the transient would be smaller
by a factor of approximately 8 W/4. The ratio of the Fourier to

BTE,specular specular BTE time constant in Fig. dor t* >20) is approxi-

- — ~ - BTE.diffuse mately 0.24; the estimate of/3W¥ /4 is approximately 0.3.

3.3 Influence of Interior Scattering. The influence of inte-
rior scattering may be discerned from Figs. 5-7. It is worth men-
tioning that even with the diffuse boundary condition, the results
are practically one-dimensional; hence in subsequent plots only
results along a line in the-direction are shown. Figure 5 shows
the spatial variation 08 for different acoustic thicknesseg for
74=0.1 and7,=0.01. Figure 6 shows the variation fog=1.0.
Both figures assume a diffuse boundary ydt=d/L. For t*
<74, we see that there is no dependence on acoustic thickness.
This is in keeping with Eqs(7) and(9); because ballistic effects
are negligible for smalt* and since the scattering term does not
-~ appear in Eq(9), there is no dependence en. The® profile for
* 20 t* <74 shows a characteristic “square” profile in the hot spot,
t corresponding to the linear rise 6f with t*; a value® ~t* is
achieved everywhere in the hot spot. Beyarid>r4, phonon
Fig. 4 Variation of temperature with time at point ~ (0.015,0.045) transport from the hot spot causes the profile to become more
for 7,=0.1, 7,=20.0, and 7,=0.558 parabolic. Forr <1, boundary scattering overwhelms interior
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Fig. 6 Spatial variation of temperature with ~ x* along y* Fig.8 Variation of temperature with time at point  (0.015, 0.045)
=0.045 for different acoustic thicknesses, for 7¢=0.1and 7, for 7;,=0.1, 7,=20.0, and 7,=0.0558
=1.0

. . . . of the domain may be computed by considering interior and
scattering, as discussed in the next section; hence the curves Qfindary scattering to be parallel scattering processes. Using

TL:O'9558 and 0.558 are seen to be nearly coincident. The Cufg hiessen's rulg7], the equivalent domain acoustic thickness
for 7. =5.58 is markedly different from the other two; this dlf‘fer-TLeq may be computed as

ence begins to manifest itself over time scal&és 1/, corre-
sponding to the phonon scattering time. As expected, the greater T eq= LId+ 7 =1/mg+ 7 (12)
acoustic impedance associated wih=5.58 leads to higher hot the jnfluence of diffuse boundary scattering is therefore to in-
spot temperatures and a slower approach to steady state.  ¢rease the equivalent acoustic thickness, resulting in higher acous-
Figure 7 shows the variation @ for the point(0.015, 0.045) {ic impedance and slower transients. Diffuse scattering causes
for the same parameters as in Fig. 4 but wi{h=5.58. Here pack scattering of phonon energy into the hot spot, which results
again, fort* <7y, the variation of® versust* is linear, butis not iy higher temperature rise and a longer phonon residence time in
visible on the scale of the figure. The overall behavior is similar {e domain. Under specularly reflecting boundary conditions,
that described for Fig. 4; however, the lower acoustic conductanggre is no back scattering of phonons, and phonons from the hot
of the channel ¥,~0.2[31]) implies a higher asymptotic steady-gpot reach the cold wall much sooner. The differences between
state value for the specular BTE@f=474/¥,~2.0. The dimen- gpecylar and diffuse boundaries manifest themselves on time
sionless time constant of the transient for the specular BTE C@Ealest* > 7,4, once the phonons leaving the hot spot have had a
culation may be estimated as4/W,~8. This is comparable 10 cpance to encounter the diffuse boundary, as seen in Fig. 3.

7q- As a result the steady state asymptotic value is not achieved=,q Eq.(12) it is clear that the effects of diffuse boundary

before the hot spot is turned off. For this relatively high aCOUStL?cattering are felt more strongly fag <1/74. In this limit 7 ¢,

thickness, the Fourier results are similar to specular BTE resultg.lh.d. For 74=0.1, the equivalent acoustic thickness is domi-

3.4 Boundary Scattering Effects. The influence of diffuse hated by boundary scattering fof <1. Hence the curves for
boundary scattering may be discerned from Figs. 3—4 and 7—-8:70-:0558 and 0.558 are virtually coincident in Figs. 5 and 6. For
lower bound on the time scale for boundary scattering #§v; a 7a<1, the lower bound on the acoustic conductankg is

corresponding upper bound on the equivalent acoustic thicknesé/(37. e ~47¢/3 [31], and is independent of, . Thus, the
maximum temperature in the hot spot and the transient response

are expected to be nearly identical far<1/74, other parameters
being equal. This is evident from an examination of diffuse
boundary scattering cases in Figs. 4 and 8, which show th& the
» T OiESpecuar plateau value is nearly the same fr=0.0558 @ .~1.13) and
’ 0.558 @ max-1.22). Also the transient time constants for
=0.0558 and 0.558 are similar, and are approximately 3.9 and
4.2, respectively.

3.5 BTE-Fourier Temperature Rise Comparison. Itis il-
lustrative to compare the temperature rise predictions obtained
from the BTE solutions to those predicted by the Fourier diffusion
theory. Figures 9 and 10 compare BTE and Fourier conduction
results for ry=0.0558 and 5.58 respectively,;=1.0 and 74
=0.1 are assumed for both cases. Diffuse boundary conditions are
used for the BTE ay* =d/L. The non-dimensional temperature
difference is defined a®:(TBTE—TF)/(wqd/(%vaV)) and is
plotted along the ling/* =0.045. At the start of the calculation,
both the BTE and Fourier solutions start with the same initial
condition and the temperature difference is zero; similarlyt*as
—oo, both temperatures tend to the wall temperature and the tem-
Fig. 7 Variation of temperature with time at point ~ (0.015,0.045)  perature difference tends to zero. The temperature differences in
for 74=0.1, 7,=20.0, and 7,=5.58 between depend on the transient response time of the two models.
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Fig. 9 Spatial variation of temperature difference between
BTE and Fourier solutions, along  y*=0.045, with time for 7,
=1.0, 74=0.1, and 7,=0.0558

Fig. 11 Spatial variation of temperature difference between
BTE and Fourier solutions, along  y*=0.045, for steady heat

source and specular boundaries at y*=d/L for 7,=5.58
In the hot spot, the BTE predicts higher temperatures at all times

since the BTE has an effective thermal conductivity that is lower

than for the Fourier equation. However, outside the hot spot, B'H%t have time to gain energy from the heat source because the

’ ) oS §5attering time scale is much larger than their residence time in
equation, especially at smalf. This is because the faster re-the hot spot ¢,7, <1). To demonstrate this heat source localiza-
sponse of the Fourier equation transports heat into the chanfigh effect, both steady as well as transient simulations are per-
region more quickly. For higher values ©f, the Fourier equation fqrmed. The boundary condition gt =d/L is made specular for
may already reach steady state while the BTE is still evolvingse BTE so as to remove phonon boundary scattering effects. Fur-
resulting in the positive temperature differences f6r0.1 in  thermorer, is held at 5.58 to keep the channel fairly thick acous-
Fig. 9. Higher values ofr_result in smaller temperature differ- tically. Thus, differences between the BTE and Fourier calcula-
ences between the BTE and Fourier computations;#of->  tjons are largely due to the ballistic nature of phonon transport in
both equations are expected to yield the same anE&/@2]. Fig-  the hot spot. Figures 1113 show the variatiomadlong the line

ure 11 shows the predicted temperature difference alghg y*=0.045. The definition ofb accounts for the reduction in the
=0.045 for a steady heat source fqr=5.58. Since the effective amount of heat generation as the hot spot size is decreased. Figure
conductivity of the Fourier equation is higher than that implied by1 shows the effect of varying the hot spot thicknessem the

the BTE, the Fourier solution underpredicts the temperature ov@hge 0.001-0.1 for the case of a steady heat source. Substantial
the whole domain compared to the BTE. departures from the Fourier solution are foundrgs>0. Figures

3.6 Heat Source Localization Effects. As the size of the 12 and 13 show the sa_m? beha}vio[: for unsteady staterg‘orh
hot spot becomes small compared to the phonon mean free patlf:1 @nd 0.001, respectively. As in the previous section, the hot

the predicted temperature departs substantially from Fourier piOt temperature is always higher using the BTE, though locations
dictions because of ballistic phonon effecid,14,17,18,21]. outside the hot spot may be colder due to the slower evolution of

Phonons originating in the cold wall and entering the hot spot dBe thermal wave. Fory=0.001, the solutions 4t =0.1 and 1.0

08
E t =0.1
t =01 0-7_-\ -_—— =={t=1.0
———-t=10 E ————— t=2.0
————— t* =2.0 06 \ t =5.0
— - t*=5.0 o —_———- t+=10.0
osfF !
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x*
Fig. 10 Spatial variation of temperature difference between Fig. 12 Spatial variation of temperature difference between
BTE and Fourier solutions, along  y*=0.045, with time for 7, BTE and Fourier solutions, along  y*=0.045, with specular
=1.0, 74=0.1, and 7,=5.58 boundaries at y*=d/L for 7,=5.58, 74=0.1, and 7,=1.0
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Fig. 13 Spatial variation of temperature difference between W =
BTE and Fourier solutions, along  y*=0.045, with specular Wp =
boundaries at y*=d/L for 7,=5.58, 74=0.001, and 7,=1.0 X, Y,2 =
X* ,y* ,Z-k —
O =
are nearly identical in the hot spot. This is becagge 74, and a At =
quasi-equilibrium situation occurs in the hot spot as the heat gen- At* =
eration balances the rate of heat removal. b =
b =
4 Conclusions
In this study, the problem of a small hot spot is studied by
solving the two-dimensional transient phonon BTE in the relax- vy, =
ation time approximation using a finite volume method. The in- o=
teraction of competing time scales in determining the maximum Td =
hot spot temperature and the response time have been analyzed. 7. —
Significant differences between BTE and Fourier solutions have 7L.eq =
been demonstrated both in the hot spot temperature and the re- 7q —
sponse time. Ts =
The formulation in this paper has neglected phonon dispersion, Tsw ~
and has represented all phonon polarizations by a single BTE with 0 =
a constant velocity. Introduction of phonon dispersion, either O =
through approximate two-fluid model$9,20]or through a more 0 =
faithful representation of dispersion curves and phonon polariza-
tions, is necessary to delineate the unsteady response more pre-
cisely. Phonon confinement effects on dispersion relat[@34 References

must be considered for emerging nanoscale devices.

Boltzmann constant].38 x102% J/K

thermal conductivity

phonon mean free path

length of domain inx-direction

normal direction to the boundaries

number of polar and azimuthal divisions in octant
magnitude of heat pulse

volumetric heat source

magnitude of heat pulse on frequency basis
heat flux vector

ray direction

time

nondimensionalized time

temperature

wall temperature ax=L

temperature computed using BTE
temperature computed using Fourier conduction
equation

phonon velocity

phonon velocity vector

phonon frequency

cut off frequency

Cartesian coordinates

nondimensionalized coordinates

solid angle

time step

nondimensionalized time step

Azimuthal angle

dimensionless temperature difference between
BTE and Fourier calculations,
(TBTE_TF)/(qu/(“UUT\‘}v))

acoustic conductance for parallel black plates
Stefan-Boltzmann constant for phonons
nondimensionalized width of hot spot
acoustic thickness of the medium
equivalent acoustic thickness of the medium
nondimensionalized heat pulse duration
phonon relaxation time

frequency dependent relaxation time

polar angle

Debye temperature

dimensionless temperature,
(T*=THI(mqLl(ov))
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Purdue University, Popular numerical techniques for solving the Boltzmann transport equation (BTE) for

West Lafayette, IN 47907 sub-micron thermal conduction include the discrete ordinates method and the finite vol-
ume method. However, the finite wave speed associated with the BTE can cause large

S. R. Mathur errors in the p_rediction of the equi\_/alept temperature l_JnIess fine angula_r discretizatio_ns

- I are used, particularly at low acoustic thicknesses. In this paper, we combine a ray-tracing
g-mail: sm@fluent.com technique with the finite volume method to substantially improve the predictive accuracy

Fluent Inc., of the finite volume method. The phonon intensity is decomposed into ballistic and in-

10 Cavendish Court, scattering components. The former is solved using a ray tracing scheme, accounting for
Lebanon, NH 03766 finite wave speed; the latter is solved using an unstructured finite volume method. Com-

parisons between this new technique and traditional finite volume formulations are pre-
sented for a range of acoustic thicknesses, and substantial improvement is demonstrated.
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Introduction Coelho[8] has shown how angular and spatial discretization er-
In recent years there has been a great deal of interest in und@r? tend to compensate each other, so that coarse discretizations
. . . . of both sometimes yield more accurate solutions than fine discreti-
standing the physics of sub-micron heat conduction because sz'eﬁions of either space or angle individually
importance to microelectronics, ultrafast laser processing, MICrO-4 interest is in the solution of the unsteady BTE. In the

scale energy systems and to a host of emerging technologies

When the domain length scale is of the order of the mean fr g[llstlc limit (zero acoustic thicknegsthe BTE in any direction

path, but greater than the phonon wavelength, conduction in selfi linear wave equation. Under the reI_gxann time approxima-
conductors and dielectrics can be modeled using the phonon B 0. phonon scattering leads to the addition of an isofropic scat-
zmann transport equatigBTE) in the relaxation time approxima- ering term. There have been a variety of higher-order methods

tion [1,2]. An analogy between the phonon BTE and the radiati\peevempe‘j to address the spatial and time resolution of the linear

transfer equatiofRTE) in thermal radiation has long been recogy"a\/e equation for both structured and unstructured mefies

nized [1]. This similarity has been exploited by researchers fowever, special ISSues with respect to accuracy arise _for the
developing numerical methods for solving the BTE. Kumar et lﬂnsteady BTE'. _In addition to |nadequate_ spatlg_l resolution of
[3]developed a differential discrete ordinates method wherebyatlhgundar¥ :3.0'.10““0“5’ the ra)é eﬁiCt rehsults in addlltlo'nal efrrors bhe-
angular domain was discretized using techniques similar to t@guse of finite wave speed. The phonon travel time from the
conventional discrete ordinates methpt]l. Majumdar and co- OUUdaW o t_he interior is inadequately res_ol_ved for coarse angu-
workers [1,2] also used a discrete ordinates method combindd discretizations. Thus, temperature pre_dlctlons, which represent
with an explicit first-order time-stepping scheme. Sverdrup et gndular averages of the phonon intensity, are found to exhibit
[5] developed a similar methodology to study the problem dtonPhysical spatial wiggleplO]. This occurs even when indi-
electro-static dischargéESD) in microelectronics. Narumanchi Vidual directional intensities are accurately computed.
et al. [6] computed unsteady sub-micron conduction in the pres- Récently, a number of studies have appeared in the thermal
ence of a time-dependent hot spot using a finite volume methodrﬁglatlon ||teraturg yvhlch gddress the ray effect for the steady RTE
conjunction with an implicit time-stepping scheme. using the modified discrete ordinates methdDOM)

The finite volume and discrete ordinates methods originate 41,12,13,8]. The |de:;1, onglnally_sugg(_ested by difet] and
the thermal radiation and neutron transport literature and employ¥{dest[15], was applied to two-dimensional rectangular enclo-
discretization of the angular dimension as well as spatial dimepi/€S containing absorbing, emitting and isotropically scattering
sions. The radiative transfer equatioRTE) is solved in each Media by Ramankutty and Qrosli[hl]._Here, the radiative inten-
angular direction over the spatial domain. Inadequate spatial reS§Y iS divided into two parts: one which represents the transmis-
lution leads to the phenomenonfafse scatteringvhereby spatial SN a@nd out-scattering of boundary intensity, and another which
smearing of the energy distribution is caused purely by numeri¢gdistributes the transmitted energy through in-scattering. An ex-
diffusion; this type of error has been extensively investigated #§nSion to include the effects of sharp changes in temperature
the thermal radiation literaturE7]. In addition to spatial error, Within the volume has been published[#]. The intensity com-
angular discretization leads to another type of erroryélyeeffect. ponent assomated_wnh thg boundary contrlbutlon_ |s_solved by an
Since the angular space is divided into finite control angles, smafflytical angular integration of the boundary emission; the other
scale spatial variations in intensity are in effect averaged over thgTPonent is typically solved using the discrete ordinates method
control angle. This error is especially noticeable at low opticQr @ diffuse approximation is made. Substantial improvements to
thicknesses in problems with variations in boundary intensity. fCCUracy have been reported over conventional discrete ordinates.

may be alleviated by adequate resolution of the angular domaip}€n [16] employed a similar idea in developing ballistic-
iffusive heat conduction approximations to the BTE. However,

Contributed by the Heat Transfer Division for publication in tf@BNAL OF the in-scattering component of intensity was approximated using a

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 26, 2004iffusion apprOXimation_to facilitate fast t_umaround- In this paper,
revision received June 4, 2003. Associate Editor: G. Chen. we extend the MDOM idea to the solution of the unsteady BTE
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with finite wave speed. We consider two different decompositionghere
of the phonon intensity and integrate the scheme with a finite
volume method. We present comparisons of accuracy and perfor-
mance for the two decompositions, and also compare the perfFr- ite Vol Method
mance of the new scheme with results from a conventional finitd "€ Volume Metho

S=s—2(s-nn

volume scheme. A detailed description of the basic method is available in our
previously published papelfd8,10]; we summarize it here for
Governing Equations completeness. The spatial domain is discretized into arbitrary con-

) ) vex polyhedral control volumes. The angular spaee at any
For clarity, we consider the gray phonon BTE under the relaxpatial location is discretized into discrete non-overlapping con-

ation time approximatiof2] trol angles(); , the centroids of which are denoted by the direction
19l 0_ vectors, and the polar and azimuthal anglésand ¢;. Each
——+V-(sl)= (1) octantis discretized intbl,X N, solid angles. The anglesand ¢

v dt vT are measured with respect to the global Cartesian systemz).
Herel(r,s;t) is the phonon intensity; is the phonon velocity, The angular discretization is uniform; the control angle extents are
and|? is given by given by A9 and A¢. For each discrete direction Eq. (1) is
integrated over the volumaAY, the solid angle); and the time
|0:i 1O @ stepAt to yield a balance of phonon energy in the directiofhe
A ), spatial derivatives are discretized using the QUICK schgh®é
with a min-mod limiter. Time derivatives are a second-order back-
where() denotes solid angle. The direction vectos given by  ward Euler scheme. A few calculations have been done using
®) first-order discretizations of space and time for comparison. The
intensity equations result in a set of coupled nominally linear al-
The relaxation timer is assumed constant. We also assumgebraic equations at each discrete time instant. Different direc-
T/6p<<1 for simplicity, though this is not essential to the develtions are coupled together through theterm. At any given time
opment. We may define an equivalent temperaflife t) as a step, the intensities in all directions are solved sequentially and

s=(sin @ sin ¢i+ sin # cos¢yj+ cosb k)

measure of the phonon energy iteratively, with an algebraic multigrid scheme to solve each
T(r, )= (arl o1, )/ o) U4 @) nominally linear set.
The Stefan-Boltzmann constant for phonons is taken tplbe Modified Finite Volume Method
_ Wzké The phonon intensity is decomposed into two parts:
77 20132

I(r,st)=14(r,s,t)+15(r,s;t)

Though the formulation has been done using the intensity form % . .

. ; . . e intent is to have thé, problem address the transport of
the BTE, the numerical issues addressed in this paper appl - . L2 o .
equally to the energy form such as that usefilifi. The relation- Bé’undary intensity, while thé; problem addresses in-scattering.

. . ; . Since thel; intensity is expected to vary relatively benignly with
f;‘lr?pgsat\\t/ﬁgg OHa(;]vee-\r/ e?dﬁpé%i smnlg?(f%élr? g\éatl;wde Onndﬁl;()r?cgvzss taf% le, a conventional finite volume scheme is sufficient to solve it.
underlying the solution of the BTE or the remedies presented h |2 problem is solved using ray-tracing to accurately capture

since the recovery of temperature is only a post-processing stejggluul Ztreén:r?r;ﬁ;tsyp;ggft'.f.)ﬁészvged&zg::?rgegi%??\/\?osmons are

Initial and Boundary Conditions Decomposition A. Herel, is chosen to satisfy

The initial condition assumes the initial equilibrium tempera- 14,
ture T; to be given everywhere and that the intensity distribution v ot +V-(sly)=0 ®)
is the same in all angular directions:

with boundary conditions

IZ(rWlslt):lw(rwvt)_li(rw) (9)
. . . Here, s-n<0, wheren is the outward-pointing wall normal.
Though a variety of boundary conditions may be considered, fisfies the initial condition P 9 2
this paper, we consider two conditions which we will use in our
test cases. I5(r,st<0)=0 (10)

Thermalizing Boundaries. Here the intensity of outgoing The solution to the, problem is given by
phonons from the boundary is determined from a given tempera- _ e e
tureT,,. Assuming the boundaries to be completely absorbing and 121, SO =luz(r= (= sw)St=(s=sw)/v) (1)
diffusely emitting, the outgoing phonon intensity fe£0 is given Wwhere
by

oTi(r)

I(r,st<0)=I;(r)=

L1, t>0)=1,(r,t)—1,(r)
aTa(ry,t)

IW(rW,s,t)=—7T (6) lwo(r,t<0)=0
o ) ~and (s—s,) is the ray length from the locationto the boundary.
for all directionss-n<<0. Heren is the boundary normal pointing Eq. 11 is essentially the solution to a unsteady linear advection
out of the domain. equation with modified initial and boundary conditions given by

Symmetry Boundaries. Symmetry boundaries are assumeﬁqs' 9 and 10. The intensity,, at the intersection of the ray and

to be specularly reflecting. Thus, at a boundary with an outwar
pointing normaln, the intensity in the outgoing directios is
given by

1e boundary is advected at a finite speeidto the domain in the

irection s. Therefore, the intensitly,(r, s;t) is the value at the
upwind boundary evaluated at an appropriately retarded time.
Whent—(s—s,)/v=<0, the initial intensity ofl,,=0 at the up-
I(ry,st)=I(ry,s,t) (7) wind boundary applies.
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If 1, satisfies Eq. 8 and the stated initial and boundary condbiscussion

tions, the remaining intensity, must satisfy: Thel, problem is solved by ray tracing. Ramankutty and Cros-

141, 19-1, 19-1, bie [11] converted the integration in Eg. 17 into a surface area
- EJrV-(sll): + (12) integral for their steady RTE computation and computed it ana-
v lytically. For the unsteady BTE, numericahther than analytical

Here,19 and19 are defined analogously to Eq. I2. must satisfy integration of the boundary contribution is necessary because dif-

T T

the following boundary and initial conditions ferent parts of the boundary contribute different intensities at dif-
ferent times; numerical integration of this type is also necessary
l1(ry,st>0)=1;(ry) for complex thermal boundary conditions and complex geom-

i etries. By using pixelation, it is possible to solve thgroblem to
I4(r,st<0)=1(r) far greater accuracy than necessary forlthproblem; nesting the
Decomposition B. Here the idea is to include the out-"&Y directions inside the control angles ensures conservative trans-

scattering in theé, problem in addition to ballistic transpoit, is f€r of phonon energy from thi, problem to thel, problem. The

chosen to satisfy formulation ensures that the ballistic limit is captured to the accu-
racy of the pixelation.
14, P Both schemes require the storagel%.f Decomposition A re-
v WJFV'(SIZ): T or (3) quires the evaluation in Eq. 16 for each control arigiEhis may

o o be done on the fly each iteration if storing over all control
The boundary and initial conditions are chosen to be the sameggyies is onerous. In our implementation, we storeand com-

for decomposition A. o pute it only once per time step. This effectively doubles storage
The solution to the, problem is given by requirements over the original finite volume scheme, but reduces
s ds the computational time substantially. Decomposition B does not

I,(r,s,t)=1l,(r— (s—s,)st—(s— sw)lv)exp< — J —) require this extra storage.
V7 Decomposition B requires the computation of attenuation, as in

(14) Eq. 14. Whenvr is constant over space, this computation is
straightforward and involves minimal extra cost over decomposi-

where tion A. However, when 7 varies spatially, the ray tracing scheme
Lwo(r, t=>0)=1,(r,t)=1;(r) must account for this variation. In generais a function of tem-

perature, which varies from cell to cell. Thus the ray tracer must

lwa(r, t<0)=0 find the intersection of each ray with the background mesh. For

The intensityl , must satisfy realistic problems this operation wo_u_ld account for most of the
computational cost. Both decompositions must of course account

10l Iffll |g for the existence of blockages and obstacles during ray tracing.

;WJFV.(SI:L): or +U_T (15)

|, satisfies the same boundary and initial conditions as in decom-
position A. Results

For clarity, we consider a simple rectangular computational do-
main of lengthL bounded by walls at the left and right boundaries
and symmetry conditions on the top and bottom, leading to a
one-dimensional problem. Thus, E) is used to specify bound-

The finite volume method described above is used to solve thgy intensities. The top and bottom boundary conditions are de-
I, problem. As before, the spatial domain is discretized into useribed by Eq(7), and are specularly reflecting. The initial equi-
structured convex polyhedra, and the angular domain Mo librium temperature is assumed known B, and is spatially
XN, control angles per octant. The equation for either decom- constant. Att=0, the temperature associated with outgoing
position is integrated over the control volume and control angle phonons at the left wall is raised T, . The acoustic thickness of
the manner described in Mathur and Murtf#0]. In addition, the domain,8=L/vr, is varied to span the range from purely
each control angle is subdivided intg,Xn, pixels, associated ballistic to acoustically thick. The objective is to compute the
with a pixel solid anglesQ;, ; herei is the index of the control temperature as a function of time and compare the performance of
angle anch is the pixel index. The, problem is solved assuming the new scheme with that of the conventional finite volume
a ray direction associated with each pixel center, and using eittsgheme. The baseline spatial mesh consists of 100 equal cells in
Eqg. 11 or Eq. 14. For decomposition A, the source term dug to the x-direction and is one cell thick. The baseline time step is
in the I, problem, —1,/v 7, must be evaluate(see Eq. 12). In At*=10"3. The QUICK scheme with a min-mod limiter and the
keeping with the finite volume formulation, the integrallgfterm  second-order backward Euler implicit scheme are used fofthe

Numerical Method

over the control volume and control angle is written as problem for both decompositions.
1 1 The exact solution to the problem is easily determined for the
- 1,d0dy= _2 1 8Q: AV (16) ballistic problem {/v7=0). We define G as
vT Jay 0, 2 vr & 2,in in L

Here,l,;, denotes thé, intensity associated with theth pixel in G= 2 L 1dQ

the control angle. Both ; and 5();,, are computed analytically,
as explained in Mathur and Murthji8]. For both decomposi- The solution oft* <1 is given by
tions, the integral of, over 4 is required to find g Decompo-

sition B only requires this total integral; the value for each indi- i nn | Bc(I=HFTGLE if x*<t*
vidual control angle is not required. The integral over #und GOx*.t%) = Ge otherwise
using

whereé=(1—x*/t*)/2,x* =xIL, Gy=0T}, andGc=oT¢. The

if f IngdV=iE > 1,.00,AV  (17) equivalent temperature is T=(Glo)¥* and its non-
VT Javl)an VT T dimensionalized value i$* =(T—T¢)/(Ty—T¢).
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Fig. 1 Finite volume scheme: temperature variation at three Fig. 2 Finite volume scheme: intensity variation at three dif-
different time instants for B=0 ferent time instants in the direction 5=0.231/+0.189;+0.952k

for =0

Behavior of Conventional Finite Volume Scheme. The fi- = )
nite volume scheme is used to compute the temperature field usiignificant overshoots and undershoots about the exact solution.
ferencing, and a first-order fully-implicit scheme for time marchthe finite volume scheme due to the finite angular discretization.
ing, and(ii) a second-order QUICK scheme with a min-mod lim-The error can be mitigated if finer control angles are used, but at
iter for spatial differencing with a second-order backward Eulé¥ higher cost. Resolving the spatial or temporal domain further
implicit scheme for time marching. The baseline spatial mesh a#ll not solve this problem. Indeed, the loss of error cancellation
time step are used for both cases. Ax ® angular discretization Mechanisms can sometimes lead to worse answers, as seen in Fig.
of the octant is used unless otherwise stated. A few calculatiohsand Table 1. Better results are obtained for higher acoustic

done with a 4<4 angular discretization per octant are shown ificknesses, as shown in Fig. 3, but some artifacts resulting from
Fig. 1 and Table 1. this type of error are still visible even g=1.0, regardless of the

T* is presented as a function of the dimensionless titne Order of spatial and temporal discretization.

=tv/L for the conventional finite volume scheme in Fig. 1 using wpodified Finite Volume Method: Decomposition A. Results

the first- and second-order schemes. We see that spurious WiggiSjecomposition A for the ballistic problem are shown in Fig. 4
in the temperature are computed, and are especially evident ffihree different time instants. Fo# angular discretization of
the 4x4 angular discretization dt =1.0. R.m.s errors with re- the octant and a 2020 pixelation of each control angle, the com-
spect to the exact solution are shown in Table 1. The r.m.s. erroligted results match the exact solution very closely, and do not

defined as: exhibit any discernible wiggles. The problem yields the exact
1 12 result for any given direction, and the angular average can be
<_2 (T —Tg)z) made accurate if sufficient pixelation is used. Thesolution is
N R zero everywhere for this decomposition and the accuracy of the
(T& max Te,min) finite volume method is therefore not an issue. The results pro-

duced by this modified finite volume scheme are substantially
Here,N is the number of cellsT}; is the exact solution an@l} is more accurate than the conventional finite volume scheme, by an
the computed solution. The error is scaled to the rang€sofit order of magnitude at* =1.0. Also the error does not grow with
the time instant of interest. Interestingly, the second-order schetimae.

performs worse than the first-order scheme b= 1.0, with Next we examine the behavior of the scheme for non-zero
larger excursions in temperature. However, the larger error in theoustic thicknesses. Figures 5 and 6 show plofE*ofersusx*
second-order solution should not be attributed to the spatial osdd+ 8=0.1 andB=10 for four different angular discretizations:
lations sometimes encountered using higher-order schemes. T¥s8 with 20x20 pixelation, 8<8 with 5X5 pixelation, 4x 4

is borne out by Fig. 2 which shows the dimensionless intensity with 20<20 pixelation, and & 4 with 5X5 pixelation. The com-

the ray directions=0.231i+0.189j+0.952k at t* =0.1, 0.5 and puted results match each other quite well. Bor 10, decompo-

1.0 for the two schemes. The first-order scheme diffuses the gition A is found to produce small wiggles in temperature near
tensity profile far more than the second-order scheme, as @X-=0. These are not easily visible on the scale of Fig. 6; details
pected; both schemes show bounded results with no overshaats shown in the inset. In this thick limit, these wiggles decrease
and undershoots. Despite the boundedness of individual interisiamplitude as the control angle discretization becomes finer, and
ties, their angular average, embodied in the temperature, shaaws relatively insensitive to the pixelation. The negative tempera-

Table 1 Percentage R.M.S. error with respect to exact solution for B=0 for conventional and modified finite volume schemes.
Modified schemes employ a 4 X4 angular discretization with 20 X 20 pixelation
Finite Volume Finite Volume Finite Volume Finite Volume
First Order Second Order First Order Second Order Decompositions

Time 4x4 4x4 8x8 8x8 A&B

0.1 1.859% 0.540% 1.940% 0.448% 0.193%

0.5 1.655% 2.167% 1.312% 0.646% 0.108%

1.0 2.273% 3.564% 0.982% 1.179% 0.086%
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Fig. 3 Finite volume scheme: temperature variation for differ-
ent acoustic thicknesses at  t*=0.5

tures are caused by thg source term in Eq. 12. Thi source

term is guaranteed not to produce negatiyealues if the source
discretization procedures outlined [ib8] are used. However, the
I, source term can be negative, and can result in valuelg of
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Fig. 6 Decomposition A: temperature variation for p=10.0 at

t*=0.5 for various control angles and pixelations

For low acoustic thicknesse@ & 0.1), the accuracy of decom-
position A is governed in large part by the number of ray direc-
tions used to discretize the sphere. Thus coarse angular discreti-
zations with fine pixelation or fine angular discretizations with
coarse pixelation will serve equally well. The problem contrib-

which are out of range. Disparities in the angular resolution c_)f tr'lﬁes little to the total intensity in this limit, and hence the fineness

I, andl, problems can cause the computed tbted be unphysi-
cal. This can result in the average total intensyalling outside
the range of the boundary intensities, leading to negafive

0.6

* t'=0.1

0.5
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0.1

0 l
0 0.2 0.4 0.6 0.8 1

Fig. 4 Decomposition A: temperature variation for B=0 at t*
=0.1,0.5and 1.0 for NgXNy=4X4 and nyeXn,=20X20
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Fig. 5 Decomposition A: temperature variation for
*=0.5 for various control angles and pixelations

B=0.1 at
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of the control angle discretization does not magter se.

For very coarse angular discretizations and pixelations, decom-
position A can yield solutions that are substantially more inaccu-
rate than any produced by the conventional finite volume scheme,
as seen in Fig. 7. For loy8, the coarse discretization of the sphere
causes wiggles in the predicted temperature because of inadequate
representation of the time lag due to the finite wave speed. For
high B, coarse angular discretization leads to inaccurate solutions
of the I, problem, and the disparate accuracies of lthend |,
problems lead to large errors in the predicted temperature. Thus,
decomposition A must be used with care; it can yield more accu-
rate solutions than the finite volume scheme as long as moderate
to fine angular discretizations and pixelations are used.

Decomposition B. In the ballistic limit (3=0) decomposi-
tions A and B produce identical results. The variation of tempera-
ture withx* at different time instants is given by Fig. 4. For low
(but non-zero)ycoustic thicknesses, decompositions A and B per-
form similarly, as seen from Fig. 8. For high, the spurious
wiggles seen using decomposition A are not seen with decompo-
sition B. Thel, contribution to thd ; solution is always positive,
as seen from Eqg. 15, and cannot cause undershoots. Figure 9

0.8

—p=0
o—s B=0.1
—B=1

—p=10

0.6

T 04

0.2

0 X | " 1 L |
0 0.2 0.4 0.6 0.8 1
*

X
Fig. 7 Decomposition A: temperature variation for various

acoustic thicknesses at  t*=0.5 for NyXN,=2X2 and nyXn
=5X5
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Fig. 8 Decomposition B: temperature variation for B=0.1and Fig. 10 Decomposition B: temperature variation for various
10.0 at t*=0.5 for various control angles and pixelations acoustic thicknesses at  t*=0.5 for NgXNy,=2X2 and NgXn,
=5X5

shows a comparison of the conventional finite volume and the two
decompositions fo3=10 for an angular discretization of>*83;
the two decompositions employ a2@0 pixelation. We see that time. For finer pixelations, both decompositions are more expen-
the conventional scheme performs comparably to the modifistve than the conventional scheme due to ray-tracing cost, but by
scheme in the thick limit. factors considerably smaller thapxn,. This is because the ray
Figure 10 shows a plot 6T* versusx* for a coarse angular tracing is only done once per time step; the rest of the cost is the
discretization of X2 and a pixelation of %5. The plots are solution of thel, problem, which is common to all the schemes.
made att* =0.5 for different acoustic thicknesses. As with deThese results suggest that a medium-grained control angle resolu-
composition A, the plots for lowep exhibit wiggles resulting tion with moderate-to-fine pixelation wquld achieve_ accurate re-
from an inadequate resolution of the travel time for coarse angufts across the spectrum of acoustic thicknesses without too great
discretizations. However, the behavior for higlis markedly dif- @ CPU penalty over the conventional finite volume method. How-

ferent from decomposition A. The wiggles exhibited in Fig. 7 foeVer, more complex geometries with obstructions, spatially vary-
B=10 are absent in Fig. 10. ing B, and other complexities in the ray tracing scheme may in-

o ) ] crease the ray tracing cost substantially.
Timing. Table 2 shows a comparison of CPU time for the

conventional finite volume method using second-order discretiza-

tion and for the two different decompositions. The calculations are

done forg= %.0 for the baseline mesh of 100 cells and a time stgp|gsyre
of At*=10"°. A laptop personal computer with an Intel Pentium e
3 chip running at goopl\ﬁHz is used. 'IE)he reported CPU times are”* modified finite volume method has been developed for the
for 10 time steps. The solution at each time step is assumed cgflution of the unsteady Boltzmann transport equation in the re-
verged when the normalized residual ferfalls to 10 *°. For the axation time approximation. The methqd decomposes the inten-
same number of control angles, the modified finite volume meth%&y.'n.to two components, with a ray tracing _s_cheme to f‘.—‘SO'VQ the
is comparable to the conventional finite volume method for coar 3"'5“(: part accurately. Though decomposition B requires more
pixelations. Here, the extra cost of ray tracing is offset by convefOMPIex ray tracing operations for cases when the relaxation time

gence being achieved in fewer iterations per time step. Decom%P-Sp%t'a”y vary_|tr_1g, g\lstc:ﬁn(? to yield _tr_nore aC((:jurate solutions
sition A performs better than decomposition B in terms of CP an decomposition A. Both decomposilions produce more accu-
rate results than the conventional finite volume scheme for low to

moderateB. The computational cost of the modified method rela-
tive to the conventional one depends entirely on the complexity of

0.8 the ray tracing operation. For the simple problem considered here,
—— Conventional FV one time step of the modified method is generally more expensive
e Decomposition A than the conventional finite volume method for the same angular
0.6 — Decomposition B discretization for moderate to fine pixelations. However, it is dif-
ficult to obtain the same accuracy with the conventional scheme,
especially for low acoustic thicknesses.
T 0.4
Table 2 Computational times (seconds) for the conventional
0.2 and modified finite volume schemes  (n,Xn, in parentheses )
Case Finite Volume Decomposition A Decomposition B
0 — ' ' : 2%2 1.26 0.78 (5%5) 1.03 (5¢5)
0 0.2 04 * 06 0.8 L 2.79 (20x20) 5.05 (20X0)
X 4x4 3.42 2.3 (5x5) 3.28 (5x5)
. o 13.67 (20x20) 22.3 (20X0)
Fig. 9 Temperature variation for =10 at t*=0.5 for NyXN,, 8x8 12.2 8.68 (5%X5) 12.34 (5¢5)
=8X8. The modified schemes employs a pixelation of ngXn, 53.84 (20X0) 88.13 (20>20)
=20X20
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Nomenclature

h = Planck constant
i = hl2w
| = phonon intensity
I, I,, = phonon intensity components
1 = angular average of intensity
kg = Boltzmann constant
L = domain length
n = unit normal vector
N = number of cells
Ng, N, = polar and azimuthal control angles per octant
Ny, n, = polar and azimuthal pixelation of control angle
s = ray direction vector
s = path length along
r = position vector
r, = wall position vector
t = time
t* = dimensionless timév/L
T = temperature
T; = initial temperature
Ty, Tc = boundary temperatures
T* = dimensionless temperatur@ ¢ Tc)/(Ty—Tc)
v = phonon velocity
X = coordinate direction
x* = dimensionless coordinate x/L
B = acoustic thicknesk/v 7
AV = volume of control volume
Q) = solid angle
&) = solid angle associated with pixelation
0 = polar angle
0p = Debye temperature
7 = relaxation time constant
¢ = azimuthal angle
o = Stefan Boltzmann constant
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Maximum Attainable
Performance of Stirling Engines
- c 1eesoer | AN Refrigerators

Mem.ASME
Graduate School Professor of Mechanical and The flow through the regenerator of a Stirling engine is driven by differences of pressure
Aerospace Engineering, in the compression and expansion spaces. These differences lead to power dissipation in
Upson Hall, the regenerator. Using linearized theory, it is shown that this dissipation severely limits
Cornell University, the maximum attainable thermal efficiency and nondimensional power output. The maxi-
lthaca, NY 14853 mum attainable values are independent of the value of the regenerator conductance. For
optimized nondimensional power output, the thermal efficiency equals only half the Car-
not value. The power dissipated in the regenerator is removed as part of the heat with-
drawn at the regenerator’s cold side. Analogous results are presented for the Stirling
refrigerator. At optimized nondimensional rate of refrigeration, its coefficient of perfor-
mance is less than half the Carnot valugDOI: 10.1115/1.159761]8
Keywords: Cryogenics, Engines, Heat Transfer, Refrigeration, Regenerators
1 Introduction in time. The ratiom, of the amplitudes of these pressure oscilla-

tions, and the phase differengebetween them depend on the

piston motion. These quantities are considered to be adjustable

variables. The analysis is carried out using linearized theory. The

uency of oscillation is assumed to be sufficiently low to allow

t Ing the pressures in the compression and expansion spaces as

iform. In Section 2, the nondimensional power outpuind the

ermal efficiencyn of the corresponding ideal Stirling engine

cycle are found as function of., &, and the temperature ratio
tPl'h. The maximum attainable value & is determined by

As noted by Walker in his classic treatise on Stirling engirigs
and emphasized recently by Orgg?, ideal Stirling engines do
not work on the Stirling cycle. The gas in an ideal Stirling engin
does not execute either the two constant volume processes or
two constant temperature processes with heat transfer that co
tute the Stirling cycle. A model for the operation of the ideaf,
Stirling engine was devised by Schm[&]. In Schmidt's model,
the volumes of the compression and expansion spaces are tak
vary sinusoidally in time. The heat transfer processes in theggiimizing with respect ter, and 8. In Section 3 it is shown that
spaces are assumed to occur at constant temperature. The preg 8"BowerP 4 dissipated in the regenerator is the product of the
in the engine is taken to be spatially uniform; i.e., the Pressuifid side temperatur@, and the rate(o) at which entropy is
difference across the regenerator is neglected. Schmidt's thegif,erated in the regenerator. By determining the entropy flow, it is
provides simple analytical results, and has become the claggjfq thatP 4 is removed as part of the he@t withdrawn at the
model for ideal Stirling engine operation. Because it does not takg|q sige. Section 4 concerns the Stirling refrigerator. The analysis
account of any dissipation, the predicted thermal efficiency equiiSinis section is similar to that presented in a recent note on the

the Carnot efficiencyjcamo=1—Tc/Ty . A detailed review of the  aximum attainable performance of pulse tube refrigerdttss
Schmidt analysis with applications to several geometries is pre-

sented in the book by Reader and Hoogr The Schmidt analy-

sis was generalized by Finkelstdis], who allowed for irrevers- 2 power Output and Thermal Efficiency
ible heat exchange with the walls of the compression and

expansion spaces. The corresponding compression and expansi_Jﬂ‘e analysis is based on the one-dimensional model sketched in
processes are not isothermal. As a consequence, there arise fogh- 1- The regenerator is taken to be thermally perfect, and to
perature discontinuities at the working space interfaces, whifgVe Zero void volume. Friction of the pistons as well as heat

lead to additional irreversible heat transfer. Due to the irrever®SSes to the walls are neglected. The flow in the high and low

ibilities, the predicted thermal efficiency is below the Carnot effleMPerature spaces is assumed to be isentropic. Heat is supplied at
ciency. The Finkelstein model does not yield simple analytic8lie rateQy at the high temperature side of the regenerator, and is
results. Its solution is accomplished numerically, using nodalithdrawn at the rat€. at the low temperature side. Important
analysis. The Schmidt and Finkelstein models have served as tasults follow from the rate of energy balance for open systems
basis for modern analyses of the Stirling engine. These modern du
analyses make exter_lsive use of numerical_computations anq ac- —=r'nchc—r'nhhh+Q—W. 1)
count for many additional phenomena of importance. Detailed dt
accounts of modem developments are pr_ese_nt_ém-_mz]. Since the void volume of the regenerator is taken to be zggo,

The present paper considers the basic limitations on perfar--

- . : m,=m. Application to the control volume just surrounding the
mance of Stirling engines and refrigerators that result from thg planeh of the regenerator, as well as to the control volume

pressure differences across the regenerator. Without these pressliieanciosing the expansion space vields
differences there would be no flow through the regenerator, aﬁ%r g P P y

the power output would be zero. Hence these differences are es- (Wh):<Qh):(mhh):cp(mTﬁ , 2)
sential to the operation of the engine. The pressure oscillations in

"o ; ; : ;
the compression and expansion spaces are taken to be sinus eT is the time-varying part of the temperature just outside

the exit planeh. The brackets denote average over a cycle. Use
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF was made of the condltlon&'n):O and T:ThzconStam Just

HEAT TRANSFER Manuscript received by the Heat Transfer Division August 26§n5ide_ the _eXit plané. A similar application at the low tempera-
2002; revision received April 1, 2003. Associate Editor: G. P. Peterson. ture side yields
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These expressions are evaluated by linearizing the pressures anc . ;
mass flow rates Ratio of pressure amplitudes T,
Ph=Po+ Pn=Pot+AppSin(wt)  (Pr<p,) (4)  Fig.2 Nondimensional power output P and thermal efficiency
, . , nl Ncamor @S function of ratio of pressure amplitudes .. Solid
Pc=Pot Pc=Pot AP Sin(wt+5)  (PE<po) (5)  curves are for cos (8)=1, dotted curves for cos (8)=0.9.
mzphvthcvczpavcr[pé(t)_prq(t)]- (6)

The primes indicate first order quantities, whilg, is an appro- c0s©=0.9. It is seen that both power output and thermal effi-
priate average density. The unperturbed presgyrés constant ciency are quite sensitive to the value of @dsFor cos¢)<1, the
throughout the two spaces and the regenerator. The linearizgwer output is negative for values of near 1 and nedf,/T.
isentropic relation between temperature and pressure is Note that the maximum value of the thermal efficiengy,mq
=1-T./Tyis reached only for the case=0 andw.=1, in which

T’=7 1 T_p, (TI<Ty) @ case the power outplr=0. Note also that the results shown in
h Y Po h h= "l Fig. 2 are independent of the regenerator conduct&hceThe
. underlying reason is that the work and heat flow rates given by
As shown in the Appendix Egs. (8) and (9) all are proportional to volume flow rate, and,

(8) hence, toC, (cf. Eq. (6)). It must be concluded that Schmidt's

)= (@0 (PLVR).
(Wh)=(Qn=(PVn) result for 5 at infinitely largeC, ([3,9], 7= ncamo=1— T/ T, for

(WC>=<QC>=(péVC>. (9) arbitrary 7, and 6) represents a singular case.
Working out these expressions leads to 3 Power Flow in the Regenerator
: : Th The power output of a Stirling engine without energy dissipa-
W) =(Qp)= = C,Appi— 8)—-1 10 ~ -
(Wh)=(Qn)=7Cs Phr_ [me cos9)—1], 10 ion would beP camo= 7camof Qn)- Using Eq.(10), this is can be
1 T expressed as
(We)=(Qo)= 5 CrApip - me—cosd &) (11) -1 LT,
PCarnotZECrAphT_ P camot (17)

Here, m.=Ap./Ap,(>1) is the ratio of pressure amplitudes in av
the two spaces. The corresponding power output of an ideal T
Stirling engine is PCamof( [7Tc cogd)—1]. (18)

(12) The difference between Ec(117~) and the actual power outplﬁt
given by Eq.(12) is the powerP, dissipated in the regenerator

where the nondimensional power outmmquals 1 T

1 Ty
P=(Wh) ~ (Wo) = 5 CARE P(e ),

T T Pregzz CrApﬁT_h Preg: (19)
P(m,,8)=m.cog S) 1+T—h - 1+T—hw§ ) (13) av
-
The corresponding value of the thermal efficiency is Preg=T—E[w§— 2w, cog0)+1] (enging. (20)
1 (Qc) _q_ E e~ C0 d) (14) The nondimensional powemB¢,: and P are shown in Fig. 3.
= (Qp) Th Cm.cog8)—1° The difference between the two is the nondimensional pdiygy
dissipated in the regenerator.

Since the coefficient of c¢8) in Eq. (13) is positive, optimization
. ; - AR ; The powerP,., is removed as part of the heat fld\@ ). This
of P with respect tos requires cosf)=1. Optimization with re- reg c
spect torr, then yields can be shown by applying the rate of entropy balance equation

Prva= (L) (VT o= \ToTTy)? (15) e f $+m(sc s+ (21)
for m.=(1+T,/T.)/2. The corresponding value of the thermal

to the control volume just surrounding the regenerator. Averaging

efficiency is
over a cycle yields
N(P=Prad =(L=Tc/Tp)/2= ncamof2. (16) . .
Figure 2 showsP and %/ ncamet @S function of the pressure (Qc) = @Hlﬂ- (22)
amplitude ratiom, at T,,/T,=4 for the two cases co§(=1 and Te Th
912 / Vol. 125, OCTOBER 2003 Transactions of the ASME
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Fig. 3 Nondimensional power outputs  Pcanot @and P as func-
tion of ratio of pressure amplitudes 7. Solid curves are for
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Fig. 4 Sketch of model used for Stirling refrigerator

e 1 Ag? Th -
<Qc>_<Wc>_§Cr ph-l-_aU<Hc>v (27)

. Te
(Ho)= 3= mcos 8)— mc], (28)

h

the rate of heat withdrawal &, by
: o1 ,Th -

(Qny=(Wp)= ECrAphi<Hh>: (29)
(Hp)=1- . cog d). (30)

The termm(s.—s;,) does not contribute to this result because thg follows that

flows in the compression and expansion spaces are isentropic,

becausém)=0. _

Entropy enters the regenerator at the r&@g)/Ty, on the hot
side, and increases in value due to dissipation at the egtevhile
flowing to the cold side. It leaves the cold side at the {(Q¢)/T.

which is the sum of the rate entering and the aggregate rate

dissipation. )
The value of(o) can be determined by applying E@1) to an

elementary slicelx of the regeneratofsee Fig. 1). Upon averag-

ing over a cycle this yields, to first order,

<def>:<mds>=<r'n( cpd—T—R@ >:

~ (Vedp)
T p '

T (23)

Use was made of the circumstance that the temperature differenc&he nondimensional power input to the Stirling refrigerator is
dT between the two sides of the slice is constant. Use was also

made of the relationsn=p.V. andp,=p:RT,. SinceV, is in-
dependent ofx, integration of Eq.(23) over the length of the
regenerator yields

) 1 h | 1 . , ,
<0'>:—T—CJ <Vcdp>:ﬂ<vc(pc_ph)>' (24)

Evaluating the right hand side of this equation by using E4js-
(6) results in

o1 , 1 .,
(o’)=ECrAphT—[TrC—ZWCCOS((?)-%l]. (25)
av

Comparison with Eq919) and(20) shows thai?’,eg= T(o), and
hence that

. . TC ~
<Qc>:<Qh>-|—_hJr Preg- (26)

It follows thatE’reg arises from the rate at which entropy is gen-

erated by irreversibilities in the regenerator.

Analysis of the Stirling Refrigerator. The analysis of the

Stirling refrigerator is nearly identical to that of the Stirling en-

and )
coP= (Qc) _ E o[ cog ) — 7] .
(Qn=(Qc)  Th 1+ @ /Ty (1+Tc/Ty) mc cOLd)
(31)
Qptimization of<HC> requires cosf)=1 and 7.=1/2, yielding
(He)max=(Te/Tp)/4 and

. . 1
COF{<HC>:<Hc>max): 2Th/Tc_1l (32)
Figure 5 shows(HC)Th/Tc and COP/COR,;,,=COP(T,, /T,
—1) as function ofm at T,,/T.=4 for the two cases co8=1
and cos6)=0.9.

. . T, ) T,
(Hp) —(Ho) =1+ —mc—| 1+ —| 7. cog 9). (33)
T Th

]

5+ . . . .
% Th/Tc=4
Qost ]
o
O
(&)

“9.6f i
t.c
|_
A o4l COP/COP
ol Camot
9 ’_,‘ ~
Eoz" ——‘_:', —————————— ~—
g <SH>T T A= 7N
© 0 . . A L
8 0 0.2 0.4 06 08 1

Ratio of pressure amplitudes T,

gine. The major difference is that the directions as well as the

relative magnitudes of the heat flows are reversee Fig. 4). As
a consequence, the sign in E¢) must be reversedm

=paCr(PL—P.). Another difference is that in this case,
=Ap./Ap,<1. The rate of cooling &f is given by

Journal of Heat Transfer

Fig. 5 Nondimensional cooling rate  (H.) T,/ T, and coefficient
of performance  COP/COPc o as function of ratio of pressure
amplitudes ar.. Solid curves are for cos (#)=1, dotted curves
for cos( 6)=0.9.

OCTOBER 2003, Vol. 125 / 913

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o
o

o
»

o
(M)

Dimensionaless power input

Fig. 6 Nondimensional power inputs
—1)(H,) as function of ratio of pressure amplitudes

o
o

reg

02 04 06
Pressure amplitude ratio

0.8

Tt
c

(Hpy—(Hcy and (T,IT,

curves are for cos (6)=1, dotted curves for cos (6)=0.9.

.. Solid

is generated in the regenerat~Breg is removed as part of the heat

<Qc) withdrawn at the cold sid€éEq. 26). The nondimensional
power P4 increases withr (Fig. 3).

The nondimensional rate of refrigeratiQHc) of a Stirling re-
frigerator has a parabolic dependencemn(Eq. (27) and Fig. 5).

The maximum value ofH.) is (T./Ty)/4, achieved atr.=1/2.
The corresponding value of the coefficient of performance COP is
1/(—1+2T,/T.), which is less than half of the Carnot value

U(=1+Ty/Ty). In the case of the Stirling refrigerath"’,reg is

removed as part of the he@®,,) withdrawn at the warm sidéEq.
36), andP 4 decreases ag, increasegFig. 6). The coefficient of
performance is independent 6f because the relevant heat and
work flow rates all are proportional to volume flow rate, and
hence toC, (Egs.(27) and(29)).

The results obtained represent dissipation losses that are un-
avoidable when a regenerator is used to obtain mechanical power
or refrigeration. Losses due to all other non-idealities have been
neglected. While the discussion has been focused on Stirling en-
gines and Stirling refrigerators, the conclusions apply equally well
to all engines and refrigerators based on the principle of regenera-
tion. These include, for example, Ericsson engines and Gifford-

McMabhon refrigerators.

The corresponding power input to a Stirling refrigerator without
energy dissipation would be

Th . T
(T—— 1) (Hoy= ( 1- T—;) o[ COg8) — 7] (34)  Nomenclature
C
. e . . A = cross sectional are@n?)
The difference between these two quantities is the nondimensional c
r

o ) = conductance of regenerattm®s/kg)
power dissipated in the regenerator ¢, = specific heat at constant press{iigkg K)]

(35) COP = coefficient of performance

H = enthalpy flow ratgJ/s)
h specific enthalpyJ/kg)
L distance(m)

m = mass flow ratekg/s)
P

P

Preg=1—2m cog )+ m (refrigeratoy.

The nondimensional power inputs are shown in Fig. 6 as function
of the pressure amplitude ratie, at T, /T.=4 for cos@®)=1 and

0.9. In the case of the Stirling refrigerator, the entropy flow is
from the cold to the hot sidésee alsd13]), and

= nondimensional power

T = power (W)
. . h = =
- L 36 p, = average pressur@a)
<Qh> <Qc> Tc reg ( ) .p _ pressure(Pa)
) Q = rate of heat flow(W)
5 Conclusion S = entropy(J/K)
The flow in the regenerator of a Stirling engine is driven by S = Specific entropyJ/(kg K)]
differences of pressure in the compression and expansion spaces. | = temperaturgk)
Taking account of the resulting energy dissipation leads to severe t = time (s)
limitations on maximum attainable thermal efficiengyand non- U = internal energyJ)
dimensional power outpR. These limitations are independent of ~ V = volume flow rate(m®s)

the regenerator conductan€s . It is concluded that Schmidt's
result 7= 17camot[3,9] obtained withC, = represents a singular
case. The thermal efficiency is independentGyf because the
relevant work and heat flow rates all are proportional to volurf@reek Symbols

flow rate (Egs.(8) and(9)), and hence t&€, (Eq. (6)). Optimum A = denotes amplitude of first order quantity

W = rate of work dongW)
( ) = denote average over a cycle

results are obtained at phase angte0. At this phase angle, 5 = phase angle

7l Mcamoti1S @ linear function of the pressure amplitude ratig. n = thermal efficiency

The value ofy/5camergoes from 1 atr;=0 to 0 atw =T, /T, y = ratio of specific heats

(Fig. 2). The corresponding dependencePobn 7 is parabolic, . = ratio of pressure amplituded,p./Apy,

with P=0 atw,=0 and atr,=T,/T;. The maximum value o p = density(kg/m®)

iS Prax=(\VTn/Tc— VTc/Th)?/4. At P=P,, the value of the o = rate of entropy generatiod/(sK)]
thermal efficiency is (+T./T,)/2 (half the Carnot value Inas- T = wt, nondimensional time

much as engines are designed primarily for maximum power out- ;= phase angle of volume flow rate
put, this constitutes a severe practical limitation. As a conse- , — angular frequencys %)

qguence, it is not surprising that actual Stirling engines have

thermal efficiencies typically not exceeding 40&ee, e.g.[8], Subscripts

Table 5.3, an~([9], Flg 45) av = average(see Eq 6)
The powerP 4 dissipated in the regenerator equals the product ¢ = cold

of the cold side temperatufe. and the rat€ o) at which entropy h = hot
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5 Appendix where use was made of the ideal gas layw ppRT, as well as

the relationm=pp,V,,.

In this appendix the expressidiWy,) =c,(mTy) appearing in t is noted that the right hand side of E@\5) also is obtained

Eq. (2) is evaluated. The evaluation is analogous to that describs

in [14]for the enthalpy flow toward the warm heat exchanger of substituting
pulse tube. 1T
i i " ! B h !
\_N|th0ut loss of generality, the volume flow rate fatcan be T =T/= oy (A6)
written Y Po

Vo= AVhsin(7+ ), AD i Eq. (2). This substitution is equivalent to settingh,,)

where 7= wt. During the outflow part of the cycleV,>0), the =(p,V,), where the average is taken over the entire cycle:
temperature equal§,, and hencel;=0. The pressure of a fluid

particle leaving plané at time 7 IS P+ App Sin(royy) . Until - 1 (27 . 1

returning at timer,, the temperature of the particle follows the (PAVh)= ﬂf PrVhd7= 5 AppAV,cosy). (A7)
isentropic relation Eq(7). Hence, to first order its temperature 0
when returning equals . .
It is concluded that settingW,,)=(p},Vy), while formally incor-

" ’ 7_ l Th ’ ! i imi i
T =T'= = [ pl(r) = PL(Tou ] rect, nev?.rtheless.prowdes the correct result. Similarly, setting
Po (W)=(p.V.) provides the correct result.
y—1Th . .
= p—Aph[Sln(Tin) = Sin(7ou) - (A2)
o
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stagnant fluid possessing a large coefficient of volumetric thermal expasioare
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K. Vafai periodically v.arying thermal_ load _conqitions. The governing_ continuity, momentum an_d
energy equations are non-dimensionalized and reduced to simpler forms. The deformation
of the seal is related to the internal pressure and lower plate’'s temperature based on the
theory of linear elasticity and a linearized model for thermal expansion. It is found that
enhancements in the cooling are achieved by an increase in the volumetric thermal ex-
pansion coefficient, thermal load, thermal dispersion effects, softness of the supporting
seals and the thermal capacitance of the coolant fluid. Further, thermal dispersion effects
are found to increase the stability of the thin film. The noise in the thermal load is found
to affect the amplitude of the thin film thickness, Nusselt number and the lower plate
temperature however it has a negligible effect on their mean values.
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1 Introduction of a thin film supported by a flexible seal containing voids of a

Thin films are widelv used in cooling of many heating sourc fluid having a largeB value is expected to be periodic. This is
y Y y 9 SOUrCEs. -5use the stagnant fluid expands during maximum thermal load

M3ifdrvals allowing for a relaxation in the thin film thickness which

) . ) . causes a flooding of the coolant. On the other hand, the thin film
microchannel heat sink&edorov and Viskant2], Zhu and Vafai i squeezed during minimum thermal load intervals due to the

[3]). Many ideas are proposed to enhance the cooling load of thightraction in the stagnant fluid in the sealing assembly voids.
films. For example, Bowers and Mudawa] showed that tWo geyeral authors have considered flow inside squeezed thin films
phase flow in minichannel is _capable of removing maximum hegte Langlois[7] who performed an analytical study for flow in-
fluxes generated by electronic packages yet the system may 8@ isothermal oscillatory squeezed films having the fluid density
come unstable near certain operating conditions. Further, the yg@ying with pressure. However, only few of them have analyzed
of porous medium in cooling of electronic devic#sadim [5]) heat transfer inside squeezed thin films such as HdBz&8hat-
was found to enhance heat transfer due to increases in the eff@eharyya et al[9] and Debbauf10]. In these works, the squeez-
tive surface area. However, the porous medium creates a substag-was not of an oscillatory type. All of these works considered a
tial increase in the pressure drop inside the thin film. predetermined squeezing effect at the plates of the thin film. Re-
Khaled and Vafa{6] showed that cooling effects achieved bycently, Khaled and Vafaj11] considered flow and heat transfer
having thin films supported by soft seals are more than when thésside incompressible oscillatory squeezed thin films.
seals are stiff. This is due to an increase in the thickness resultingdne of the advantages of using flexible complex seals is that
from pressure forces when soft seals are used. Additional coolithg increase in the coolant flow rate because of thermal expansion
can be achieved if the thin film thickness is allowed to increase Igffects produces an additional cooling in the presence of sus-
an increase in the thermal load which will cause the coolant flopended ultrafine particledi and Xuan[12]). This is because the
rate to increase. This task can be reached if the sealing assenabigotic movement of the ultrafine particles, the thermal disper-
supporting the plates of the thin film is composed of the followsion, increases with the flow where it is modeled in the energy
ing: soft seals and voids of a stagnant fluid having a large valuegjuation by introducing an effective thermal conductivity of the
the volumetric thermal expansion coefficigt. This proposed coolant(Xuan and Roetzef13]). Further, large fluctuation rates
sealing assembly will be named a “flexible complex seal” anthat can be generated in the flow during severe squeezing condi-
will be used regularly in the text. It is worth noting that the entions tend to increase the chaotic motions of the particles in the
hancement in the cooling when flexible complex seals are usedligd which increases the energy transport in the coolant.
expected to be apparent at larger thermal loads for stagnant liquidén this work, the enhancement in the cooling process inside thin
while it is prominent at lower temperatures for stagnant gasdéms supported by flexible complex seals in the presence of sus-
especially ideal gases. This is because the volumetric thermal 8gnded ultrafine particles is investigated. The lower plate of the
pansion coefficient increases for liquids and decreases for gase§&mined thin film is considered to be under a periodically vary-
their temperatures increases. ing heat flux. The thin film thickness is related to the thermal load

In the presence of periodic external thermal loads, the thickneddd the internal pressure through the volumetric thermal expan-
sion coefficient of the stagnant fluid and the theory of linear elas-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF ticity applied to the supporting seals. The governing equations for

HEAT TRANSFER Manuscript received by the Heat Transfer Division November 26f,|0W ar!d he‘"?lt transfer are properly non-dimensionalized and re-
2002; revision received May 9, 2003. Associate Editor: H. Bau. duced into simpler equations for low Reynolds numbers. The re-

their cooling systems as in flat heat pip@goon et al.[1]) or

916 / Vol. 125, OCTOBER 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sulting equations are then solved numerically to determine thecomes warmer and expands. The seals are soft enough so that
effects of the thermal load, volumetric thermal expansion coeffine expansion results in an increase in the separation between the
cient of the stagnant fluid, the softness of the seal, thermal capasiver and the upper plates. Accordingly, the flow resistance of the
tance of the working fluid and the squeezing number on the dyprking fluid passage decreases causing a flooding of the coolant.
namics and thermal characteristic of the thin films supported b\ 5 result, the excessive heating from the source is removed. It is
flexible complex thin films. worth noting that the soft seals can be placed between special
guiders as shown in Fig(lh). As such, side expansion of the seals
2  Problem Formulation can be minimized and the transverse thin film thickness expansion

Figure 1 shows a thin film having a flexible complex seal. It iiss maximized.
9 9 p : The analysis is concerned with a thin film that has a small

composed of the coolant flow, the working fluid, passage and tl ecknessh compared to its length and its widthD. Therefore, a

sealing assembly. This assembly contains closed voids filled w . . . L
a stagnant fluid having relatively a large coefficient of volumetritvo-dimensional flow is assumed. Theaxis is taken along the

thermal expansion. The sealing assembly contains also soft séafigl direction of the thin film whiley-axis is taken along its
in order to allow the thin film to expand. A candidate for the softhickness as shown in Fig(d). Further, it is assumed in this work
seal is the closed cell rubber foah4]. Any excessive heat in- that the film thickness is independent of the axial coordinate. For
creases the temperature of the hot plate thus the stagnant fles@mple, this occurs in two main cases: symmetric thin films hav-

closed voids of stagnant fluid soft seals

main flow passage

AA
s
Yo ¥ I U/
/|t x,u |h — Flow
|
| AA<]
| | guiders
B S 6 71> D
Front View (section A-A) Side View (section AA-AA)

(2) (b)

Inlet flow Insulated plate

Flexible comblex seal

(c)

Fig. 1 Schematic diagram for a thin film with flexible complex seal and the corresponding coordinate
system: (a) front view, (b) side view, and (c) a three dimensional diagram
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ing a fluid injected from the center as shown in Fi¢c)land in  where o, T;, pe, Q,, andV, are the reference frequency of
multiple passages thin films having alternating coolant flothermal load, inlet temperature of the fluid, a constant represent-
directions. ing the exit pressure, reference heat flux and a constant represent-
The lower plate of the thin film is assumed to be fixed to ang a reference dimensional velocity, respectively. The t&gm
heating source while the upper plate is attached to the lower platresponds to the working fluid thermal conductivity in the ab-
by flexible complex seals allowing it to expand. The motion of theence of any suspensions while it is the stagnant thermal conduc-
upper plate due to both internal variations in the stagnant fluitvity, free from the dispersion term, for the dilute mixture be-
temperature and the induced internal pressure pulsations as atween the fluid and the ultrafine suspensions. The stagnant thermal
sult of oscillating thermal loads is expressed according to the falenductivity has usually an enhanced value when compared to
lowing relation: that of the pure fluid for metallic particlggastman et al15]).
It is assumed that the upper plate is insulated to simplify the
h£:(1+HT+Hp) @ analysis and that the lower plate is subjected to a periodically
[o]

varying wall heat fluxg, condition according to the following
whereh, h,, andH are the thin film thickness, a reference film

relation:

thickness and the dimensionless thin film thickness, respectively. L= 0o(1+ By Sin(yot)) @)
The variablesH; and H, are the dimensionless motion of the
upper plate due to the thermal expansion of the stagnant fluid amtlere 8, and y are the dimensionless amplitude of the lower
the dimensionless motion of the upper plate as a result of thkate’s heat flux and a dimensionless frequency, respectively. The
deformation of seals due to the average internal pressure of tregiablesX, Y, , U, V, 11, and@ are the dimensionless forms xf
working fluid, respectively. It is assumed that the fluid is Newtony, t, u, v, p, andT variables, respectively. The parameteap-
ian having constant average properties except for the thernpalaring in Equatiori6f) is the perturbation parameter=h,/B.
conductivity. For the thin film shown in Fig. (t), the displacement of the

The general two-dimensional continuity, momentum and energypper plate due to internal pressure variations is related to the
equations for a laminar flow of the working fluid inside the thiraverage dimensionless pressure of the working fldigy ,
film are given as through the theory of linear elasticity by the following relation:

H=

Ju  Jduv

L= Hp=Fnllag (©))
ax Yy

0 @)
This is based on the fact that the upper plate is assumed to be rigid

ou ou au ap 2u  Ju and that the applied force on an elastic mateftlaé soft seal is
p( -5 |

ot T ox

(3) assumed to behave as an elastic mageisaproportional to the
elongation of this materialNorton [16]). The parameteF,, is
referred to as the fixation parameter and it is a measure of the

FU—+v— tul —+—
a Cax Vay Floxe " ay2

v dv dv ap v v softness of the seal, soft seals have |dfgevalues. It is equal to
pl —tu—+v—|=——+u|l —+— 4
at ox ay ay NG ﬁyz
#(Vot wB)
gT  aT  oT\ a | T\ o/ aT L= ©)
pCp|l ——Ftu—+v—|=—|k—|+—|k— %) s
at ax  ay) ox\ ax] ay\ ay

] ~ whereE and ds are the effective modulus of elasticity for the
whereT, u, v, p, p, #, Cp, andk are temperature, dimensionalcomplex seal and a characteristic parameter which depends on the
axial velocity, dimensional normal velocity, average density, pregeal’'s dimensions and the thin film wid®, respectively. The
sure, average dynamic viscosity, average specific heat and #ifintityd, is equal to the effective dimension of the seal’s cross
thermal conductivity, respectively. The previous fluid propertiesection times the ratio of the total length of the seal divided by the
are for the pure working fluid in the case where the fluid is fregin film width D. The seal is considered to have isotropic prop-
from any suspensions. In the presence of suspended ultrafine pafres. Further, the effective dimension of the seals times their
ticles, the previous properties will be for an approximated newstal length represents the contact area between the seals and the
continuum fluid COfnpOSEd from the mixture of the pure fluid anquper or lower p|ates when the seals have a rectangmar Cross
the suspension&Kuan and Roetzdl13]). The new properties are section as shown in Fig. 1. Other than this, the effective diameter
related to the fluid and the particle properties through the volumgquires a theoretical determination.
fraction of the suspended particles inside the thin film and the |n this work, the analysis is performed for relatively small ther-
thermal dispersion parameter. These relations are found in @l load frequencies in order to ascertain that squeezing gener-

literature(e.g., Xuan and Roetz¢13]). . N ated flows have relatively small Reynolds numbers. For these fre-
_The following dimensionless variables will be utilized to nonguencies, Eq(8) is applicable and the inertia effect of the upper
dimensionalize Eqy2)—(5): plate is negligible. Moreover, the increase in the thickness due to

a pressure increase in the thin film causes a reduction in the stag-

x:i Y:l (6a,b) nant fluid pressure. This action stiffens the sealing assembly.
B ho Therefore, the parametgris considered to be the effective modu-
— ot 6 lus of elasticity for the sealing assembly not for the seal itself.
= (6¢) Practically, the void widthG is assumed to be large enough such
u v that a small increase in the stagnant fluid pressure due to the
U=———— V=— (6d,e) expansion can support the associated increase in the elastic force
(@B+Vo) how on the seal.
The dimensionless displacement of the upper plate due to ther-
_ P~ Pe mal expansion is related to the dimensionless average temperature
I (6f) L h
N Vo _, of the lower plate, §\)ac, by the following linearized model:
sl o+ —=|e
B
Hr=F+(0w) ac (10)
0= i (6g) whereF+ is named the dimensionless thermal expansion param-
(doho)/ Ko eter. It is equal to
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Fig. 2 Effects of the dimensionless thermal expansion parameter F+ on (a) dimensionless thin film thickness
less average lower plate temperature  (8)avc , (€¢) dH/d7, and (d) exit Nusselt number Nu ,

H, (b) dimension-

BN, sure due to the increase in the elastic force in the seal during the
k—CF (11) expansion which tends to decrease the effec-tive volumetric ther-
° mal expansion coefficient. It approaches one as the void w&dth
where A* is a constant depending on the voids dimensions amttreases and it needs to be determined theoretically.
geometry. The paramet@; is the volumetric thermal expansion The parameteF is enhanced at elevated temperatures for lig-
coefficient of the stagnant fluid in its approximate form: uids and at lower temperature for gases becaisicreases for
_ _ _ liquids and decreases for gases as the stagnant temperature in-

Pr= AN (Vs=Ver) [(Ts Tl)]|psl creases. Dimensionless thermal expansion parameter is also en-
evaluated at the pressupg; corresponding to the stagnant fluidhanced by a decreaselg, an increase im,, an increase iffF,
pressure at the inlet temperatufg. The quantitiesV, andV, Or by increases i, . It is worth noting that Eq(10) is based on
represent the void volumes at normal operating conditions whifre assumption that the stagnant fluid temperature is similar to the
the stagnant fluid is af,; and at the present stagnant fluid temlower plate temperature since entire void surfaces are considered
peratureT, respectively. The paramet¥f,, represents the void insulated except that facing the lower plate. Furthermore, the heat
volume at the reference condition. The fac@g represents the flux of the heating source is applied on the portion of the lower
volumetric thermal expansion correction factor. This factor is irplate that is facing the working fluid. The other portion which
troduced in order to account for the increase in the stagnant présces the seals is taken to be isolated from the heating source and

FT:A*
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Fig. 3 Effects of the dimensionless thermal dispersion parameter
(0w) avc » (b) dimensionless thickness

the environment to minimize the variation in the lower plate tem-

n

(©)

perature along the width direction.

(d)

ET

A on (a) dimensionless average lower plate temperature
H, (c) temperature Profile, and (d) exit Nusselt number Nu |

(13b)

A: -
In the presence of suspended ultrafine particles in the working 12

fluid, the thermal conductivity of the working fluid composed . - . . .
from the pure fluid and suspensions is expected to vary due to Hs{gerec IS th_e coefficient of the _therma! dlsp_er3|on which d‘?'
thermal dispersioriXuan and Roetz€l13]). To account for these pen_ds on the dla_meter of the ultrafine partlclges, its volume fraction
variations, the following model which is similar to Xuan anc{]rat'o of the particles volume to the total thin film volumend

Roetzel[13] model that linearly relates the effective thermal (:on-Oth.fIUId and uIt_rafme particles properties. . -
ductivity of the working fluid to the fluid speed is utilized: It is worth noting that the term ultrafine Suspensions indicate
that the particle is extremely small compared with the thickness of
K(X,Y, 1) =ko(1+AVUZ(X,Y, 1)+ AVA(X,Y, 7)) =k, (X,Y,7)  the thin film. The coefficienC* is expected to increase by an
(12) increase in the diameter of the particles, their volume fraction,
heir surface roughness and the working fluid Prandtl number, Pr

where\ and A are the dimensionless thermal dispersion coeffl

cient and the reference squeezing to lateral velocity ratio. They a?épcp")/ko' On the other hand, the stagnant thermal conductiv-

ity Kk, increases with an increase in both the volume fraction and
A=C*(pCp)ho(Vot+ wB) (13a) the surface area of the particl&suan and Roetz€]13]). In the
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work of Li and Xuan[12], they showed experimentally that dilute 0.05
mixture of ultrafine suspensions and water produced no significant 0.04 4
change in the pressure drop compared to pure water which reveals 0.0
that the viscosity is a weak function of the fluid dispersion for a ) 72000510
dilute mixture. 0.02 1
Generally, flows inside thin films are in laminar regime and 0.01 -
could be creep flows as in lubrication. Therefore, the low Rey- o 000
nolds numbers(the modified lateral Reynolds number Re g )
=(V,hy)elv and the squeezing Reynolds numbergR@Zw)/v) B 0017
flow model is adopted here. This model neglects the transient and -0.02
convective terms in momentum equations, E§sand(4). These 0,03 4
terms become incomparable to the pressure gradient and diffusive Fooos F-ots
terms for small squeezing frequencies and reference velocities. -0.04 7 P:=1'.O 8201
The application of this model to Eq&)—(4) and the outcome of 0.05 001 1930
the dimensionalization of the energy equation, E5), result in 0,06 Gjﬁ-o
the following reduced non-dimensionalized equations: T J 2 3 " 5 6
1911 Y\[Y '
U=-—H3-||5-1 (14) _ : . . .
2 oX H/\H Fig. 4 Effects of the dimensionless dispersion parameter Aon
X . the time variation of the dimensionless thin film thickness
dH{ (Y Y3 dHId7
v olwl 2lal | =
9 I 9H Based on the physical conditions, the Nusselt number is defined
ﬂ W) = UE (16) as
h.h 1 1
96, 12,96 OO _ 9,9 1y N TE S = e o) = BT = X,
ST S R R a7) SR AT O

Note that Eq.(17) is based on the assumption that the axial corFhe paramete#,, is the dimensionless mean bulk temperature. It
duction is negligible when compared to the transverse conductias given as
The parameters andPg are referred to as the squeezing number

and the thermal squeezing parameter, respectively. They are de- On(X,7) = IHU(X,Y,T) o(X,Y,r)dY
fined as Un(X,mH J,
(25)
12 pCphiw 1 (H
o= Ps= (18) Un(X, )= | UXY,ndY
V, Ko HJ,
1+—
wB

whereU ,, is the dimensionless average velocity at a given section.

Both inlet and exit dimensionless pressures are assumed cQn- .
stant and the following relationship is obtained between the inlgt Numerical Procedure
dimensionless pressure and the squeezing number based on thihe procedure for the numerical solution is summarized as fol-
assumption that the reference velocity represents the averagelows:

velocity in the thin film at zero values ¢f andF,: 1) Initially, a value forHy is assumed.
_ 2) At the present time, the dimensionless thickness of the thin
[j=12-¢ (19)  film H is determined by solving Eqél), (8), (9), and(22), simul-

Accordingly, the dimensionless pressure gradient, the dimensid@D€ously, using an explicit formulation. The velocity fielland

less pressure and the average dimensionless presygeinside V1S then determined from Eqgl4), (15), and(20). ,
the thin film are related to the squeezing number through the3) At the present time, the reduced energy equation(Eghis
following equations: transferred into one with constant boundaries using the following

transformationsy* =, £=X and»=Y/H. A tri-diagonal solution
1 (Blottner[17]) was implemented along with a marching scheme.
(X— E) —(12—0) (20) Backward differencing was chosen for the axial convective and
transient terms and central differencing was selected for the de-
rivatives with respect tay. The values of 0.008, 0.03, 0.001 were
chosen forA¢, An, andA7*, respectively.
4) Hy is updated from Eq(10) and stepg2)—(4) are repeated
until

6H(X,7‘)_ o dH
X  pIdr

- o dH )
(X,7)= RE(X —X)—(12—0)(X—-1) (21)

o dH (12—-0)

d_+ (HT)new_(HT)old
1213 d7 2

( HT) new

Thermal Boundary Conditions. The dimensionless thermal 5) The converged solution for the flow and heat transfer inside
boundary conditions for the previously defined problem are tak&he thin film is determined at the present time.
as follows: 6) Time is advanced byA7* and stepg1)—(5) are repeated.
Numerical investigations were performed using different mesh
0(X,Y,00=0, 6(0,Y,7)=0, sizes and time steps to assess and ascertain grid and time step
independent results. It was found that any reduction in the values

Have(7)=~ (22) <10°® (26)

d0(X,0,7) . d0(X,H,7) of A& Ay andAr* below Aé= = =

__ _ , Ay an elow A¢=0.008,A»=0.03, andA7* =0.001
oY (1 Bqsin(ym)), oY 0 3 results in less than 0.2% error in the results.
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Fig. 5 Effects of the thermal squeezing parameter Ps and the squeezing number o on (a) dimensionless average lower plate
temperature (0y)avc, (b) dimensionless thin film thickness H, and (c) dH/d=

In the results, the maximum value of the parameBys$s cho- transfer coefficient for a volume fraction of copper ultrafine par-
sen to be 1.0. Beyond this value, the error associated with the ltiales of 2.0%. Accordingly, the parametdts and\ were varied
Reynolds number model will increase for moderate values of thuatil comparable changes have been attained in the dimensionless
dimensionless thermal expansion parameter, fixation parametbin film thickness and the Nusselt number.
and the Prandtl number. As an example, the order of transient and
convective terms in the momentum equations were found to be
less 1.0% that of the diffusive terms féts=1.0, Pr=6.0,F,
=0.05, Fy=0.25, ,=0.1, ando=6.0. The parameters corre- 4.1 Effects of Dimensionless Thermal Expansion Param-
spond, for example, to a thin film filled with water and havingter. Figure 2(a)illustrates the effects of the dimensionless ther-
B=D=60mm, h,=0.3mm, d,=0.5mm, w=2.0 st V, mal expansion paramet&r on the dimensionless thicknebisof
=0.12m/s, ancE=1.6(10) pa. the thin film. The parameteff; can be increased either by an
increase in the volumetric thermal expansion coefficient of the
. . stagnant fluid or by an increase in dimensional reference tempera-
4 Results and Discussions ture (Qoh,)/k,. Both factors make the flexible complex seal

Ideal gases produce a 15% increase in the void volume at rosufter thus dimensionless thicknd4ss increased aB increases
conditions for a 45°C maximum temperature difference. Furtheas shown in Fig. @&). This allows more coolant to flow causing
Li and Xuan[12]reported a 60% increase in the convective heaeductions in the average dimensionless lower plate’'s temperature
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Fig. 6 Effects of the fixation parameter  F, and the dimensionless thermal load amplitude B, on (a) dimensionless average lower
plate temperature (80,,) s, and (b) dimensionless thin film thickness H

(6w) avc as clearly seen in Fig. 2(lyhich can provide additional creases as depicted in Figb3. It i_s wort_h noting that additional
cooling to any heated surface such as surfaces of electrofithancements in the thermal dispersion effect are expected as
components. both the perturbation parameter and the squeezing number in-
Figure 2(b)can be also read as follows: as thermal load irerease as suggested by EG2) and(13). Both effects result in a
creases, the average lower plate’s temperature increases howswgnification in the fluctuation rates in the flow which causes
this increase can be reduced by using a flexible complex seal. Tagilitional increases in the cooling process. In our example, the
additional cooling is obtained with no need for external controperturbation parameter and the fluctuation rates are small and their
ling devices which provides extra safety for an electronic compéffects are not noticeable. _
nent, as an example for a heated surface, when their thermal load§he reduction in thermal resistance across the transverse direc-
increase over the projected capacity. The fluctuation rate at fien when\ increases causes the temperature profiles to be more
upper plate /dH/d|, is noticed to increase & increases as flattened as increases as seen in FigcR Accordingly, the Nus-
shown in Fig. 2(c). This could be an advantage for the coolirgelt number increases asncreases as seen in Figd3. It can be
process especially at high levels of fluctuation rates since it wien in Fig. 4 that the fluctuation rate at the upper plete/d |,
enhance the thermal dispersion in the coolant when suspen@@greases asincreases. As a result, ultrafine particle suspensions
ultrafine particles are present. The Nusselt number is decreasednaigle thin films supported by flexible complex seals not only
F increases as shown in Fig(d@ because it is inversely propor- cause enhancements in heat transfer but also make these thin films
tional to H. This is the reason for the fact that the percentagéynamically more stable. In this example, an increase. ibe-
decrease in lower plate temperatures is lower than the percentégeen zero and unity cause a reduction in the average lower tem-
increase in the thin film thickness &s increases. perature by dimensionless temperature of 0.12 and an increase in

the Nusselt number by 50%.
4.2 Effects of Dimensionless Thermal Dispersion Param-

eter. Figure 3(a)describes the effects of the dimensionless ther-
mal dispersion parameter of the coolant fluid on the average 4.3 Effects of Thermal Squeezing Parameter and the
lower plate’s temperature of the thin film. This parameter can I&queezing Number. Figure 5(a)shows the effects of the ther-
increased either by increasing the diameter of the ultrafine panal squeezing paramet®g and the squeezing numberon the
ticles or increasing the roughness of these particles while keepenerage dimensionless lower plate temperatudg) g - It is
a fixed volume fraction inside the coolant. This insures that thestearly seen that the lower plate temperature decreasPg as
mal squeezing parameter remains constant. Figlaepbysically creases and as decreases. Both effects tend to increase thermal
shows that the thermal dispersion can provide additional coolirgnvection which decreases the lower plate temperature. The in-
to a heated element, thus it causes an additional reduction in trease inPg means an increase in the thermal capacitance of the
average dimensionless lower plate temperatég) 4, - Part of working fluid and a decrease i indicates an increase in the
this cooling is due to the expansion process since it results rigference velocity. Accordingly, the dimensionless thickréske-
flooding of the working fluid which increases the irregularity andreases a®s increases as shown in Fig(kB. In addition, the
the random motion of the particles. This causes additional epressure force inside the thin film increasesrafecreases causing
hancements in the energy exchange rate. Another Part for the an-increase irH, while H; decreases as decreases due to the
hancement in the cooling is attributed to the fact that the noise é@mhancement in the cooling. As a result, the thin film thickness is
the thermal load, especially those having heterogeneous fluctaaticed to vary slightly whenr decreases as illustrated in Fig.
tion rates, produces additional squeezing due to the velocities tBéb). As seen in Fig. 5(c), the fluctuation rate at the upper plate is
appear in Eq(12). found to increase ag increases while it decreases Rg in-

Due to the reduction in the lower plates temperatures as creases. Also, the fluctuation rate at the upper plate is shown to
creases, the dimensionless thin film thickness decreaskdras more pronounced t®5 more than too.

Journal of Heat Transfer OCTOBER 2003, Vol. 125 / 923

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3.02

3.01

3.00

299 +

2.98

F=005 P,=10
$,=0.1 ¥=3.0 *
);0.0 6=6.0 A
2.97 T T T T T T B
0 1 2 3 4 5 6 Ce
1 C*
C
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eter F on the average dimensionless pressure inside the thin D
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4.4 Effects of the Fixation Parameter and the Amplitude G
of the Thermal Load. Figure 6(a)shows the effects of the fixa- =
tion parameteF,, and the dimensionless amplitude of the thermal g

load B4 on the average dimensionless lower plate temperatyrg ﬁ
(6w)avc - Since soft seals possess lafgg values,H increases

and lower plate temperature decreaseB amcreases as shown in h,
Figs. 6(a)and 6(b). Further, these figures show that an increase in K
the amplitude of the heat flux results in an increase in the fluctua-

[o]

tion rate at the upper plate and the lower plate temperature but Ko
their mean values are almost unaffected. Nu,

. . . Ps

4.5 Effects of Dimensionless Thermal Expansion Param- p
eter on Average Pressure. Figure 7 shows the effects &f; on q
the average dimensionless pressure inside a thin film supported b -|-°

a flexible complex seal. The periodic behavior of the heat flux
results in a periodic variation in the average pressure inside the v,
thin film. The fluctuation in the pressure increase§ asncreases U, u
as seen in Fig. 7. Further, it is noticed that the thermal load ex-

ceeding the internal pressure by a phase shift approximately equal y
to 7r/(2y). According to Fig. 7, the induced pressure pulsation can

be used as a measurable quantity in order to read, diagnose or for
feedback to control the heating source.

Y.y

5 Conclusions gi
Flow and heat transfer inside thin films supported by soft seals
separating voids of stagnant fluid having a large value the volu- €
metric thermal expansion coefficient have been analyzed in this vy
work in the presence of suspended ultrafine particles in the cool-  u«

ant fluid. The thermal load was taken to be periodic. The govern-
ing continuity, momentum and energy equations were nondimen-#6, 6,,
sionalized and reduced to proper forms for small Reynolds

numbers and negligible axial conduction. The deformation of the 6y,
seal was related to the internal pressure and lower plate’s tempera-
ture by theory of elasticity and a linearized model for thermal
expansion. The velocity field and the solution of the energy equa- v
tion were found using an iterative scheme and a marching tech-
nigue in both the axial direction and time domains. T,
Increases in the coefficient of thermal expansion, dispersion o
parameter, fixation parameter and thermal squeezing parameter o
were found to cause enhancements in the cooling process. The
thermal dispersion parameter was found to increase the stability of  #
the thin film by decreasing fluctuation rates in the flow. The noise
in the thermal load was found to affect the amplitude of the thin N
film thickness, Nusselt number and the lower plate temperature as 11
well as their variations rate. However, it has a negligible effect on  1I;
their mean values. Finally, flexible complex seals are useful in A

924 | Vol. 125, OCTOBER 2003

,X—

enhancing the cooling and can be used for additional purposes
such as for diagnosing functions for heating sources as long as
they possess large thermal expansion coefficient.
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Nomenclature

a void dimension parameter

thin film length

volumetric thermal expansion correction factor
coefficient of thermal dispersion

average specific heat of the working fluid or the
dilute mixture

width of the thin film

characteristic parameter of the seal

effective modulus of elasticity for the sealing as-
sembly

width of the void

fixation parameter

dimensionless thermal expansion parameter

= dimensionless, dimensional and reference thin film

thicknesses

convective heat transfer coefficient

thermal conductivity of the working fluid or the
dilute mixture

reference thermal conductivity of the fluid

lower plate’s Nusselt number

thermal squeezing parameter

fluid pressure

reference heat flux at the lower plate
temperature in fluid and the inlet temperature
Time

reference axial velocity

dimensionless and dimensional axial velocities
dimensionless and dimensional normal velocities
dimensionless and dimensional axial coordinates
dimensionless and dimensional normal coordinates

Greek Symbols

dimensionless amplitude of the thermal load
coefficient of volumetric thermal expansion of the
stagnant fluid

perturbation parameter

dimensionless frequency

averaged dynamic viscosity of the working fluid or
the dilute mixture

dimensionless temperature and dimensionless mean
bulk temperature

= dimensionless temperature at the lower plate
p =

averaged density of the working fluid or the dilute
mixture

averaged kinematic viscosity of the working fluid or
the dilute mixture

dimensionless time

squeezing number

reciprocal of a reference timgeference squeezing
frequency)

variable transformation for the dimensionless
Y-coordinate

dimensionless thermal dispersion parameter
dimensionless pressure

dimensionless inlet pressure

reference lateral to normal velocity ratio
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A Study of Fin Effects in the

Measurement of Temperature

Using Surface-Mounted
Le.teng | THEFMOcCOUplES

\. Saraf‘ The present study addresses the effects of thermocouples on the measured temperature
when such thermocouples are mounted directly on the surface of the object. A surface-
mounted thermocouple is a very convenient way of measuring the surface temperature.
However, the heat conduction into/from the thermocouple wire changes the local tempera-
Materials and Aerospace Engineering, ture at the thermocouple junctions a}long with the immediate vicin_ity of the thermocouple.
llinois Institute of Technology, As a consequence, the emf appearing at the thermogoupl_e terminals does not corresp_ond
Chicago, IL 60616 to the actual surface temperature. In this paper, we first discuss the general characteris-
tics of the enhanced heating/cooling due to the so-called “fin effects” associated with the
surface-mounted thermocouples. An embedded computational model is then developed so
that the model can be used in conjunction with a regular FEM model for the multidimen-
sional calculation of the heating or cooling of a part. The embedded computational model
is shown to offer very accurate calculation of the temperature at the junction of thermo-
couple wire. The developed computational model is further used in the inverse heat
transfer calculation for a Jominy end quench experimef®Ol: 10.1115/1.1597622

Thermal Processing Technology Center,
Department of Mechanical,

Keywords: Heat Transfer, Measurement Techniques, Numerical Methods, Thermocouples

Introduction ment of using surface temperature for inverse calculation is based

: . : on the fact that better solution stability can be achiel@tbss
Temperature is one of the controlling parameters in many ther, al.[6], Tszeng[8], Beck et al[10], Gummadam and Tszeng

: . : . t
mal processing technologies of metals. It is crucial to have kno ?1 . : :
. X . ). Thermocouple placed in a hole drilled from the opposite
edge of the changing temperature in the part being processe ﬁls e of the surface can never reach to the actual surface. Further, it

that the target product quality can be achieved. In general, - )
knowledge gf chpanging tgmpe);ature in the part can begused in two' oY difficult to know the exact location of the thermocouple
lgtlon. Even a small error in the thermocouple location under

broad areas. In the first area, temperature is used as a signaljag .
process control. In the second area, the temperature is used é €_surface can lead to a large temperature difference between the

parameter to infer the part property/quality at the end of procests%gr?ace and the thermocouple junction in the situations when large

! S . : . perature gradient exists.
Ic?g\}eﬁfu;léﬁtthllzso:rsecfa:;e?eouliénm?ﬂﬁesggfngafrr%?ﬁ;d%?slgg anc{?\m“e infrared technique is available for the measurement of
com u?ationeil analvses Ea\}e been performed intensively to st sgjrface temperature, it is limited to the situations that the medium
the tgmperatures inythe part for bettee understanding and)::ontro S;transparent to the infrared light. Many industrial thermal pro-
the product propertieéMajorek et al.[1], Wallis and Craighead cessing for metals are carried out in the opaque media including

; water, oil, polymer, etc. For such applications, thermocouples are
[2], Schrodef3], Zhou and Tszeng#)). In experimental study, the still the commonly used technique for temperature measurement.

parts may be instrumented with temperature sensors, and g hen thermocouple wires are mounted directly on the object

through the actual process. Collected temperature histories f .
X . ace(usually by spot welyg the temperature appearing at the
then used for further improvement of the process being develop rmocouple)J{un)tl:tiopn is thought to bpe the surfgge ten?perature.

Thermocouples are one of the most commonly used tempef-ﬁiwever, among other difficulties in chemical and mechanical

ture sensing techniques for monitoring the part temperature éﬁgins, there are important issues needed to be resolved for the

‘herm?" processing of metals, among ma_ny_other appllcatlon_s.s rface-mounted thermocouples to render accurate temperature
there is a need to know the temperature inside the part, the juRg;

. fth le wires h b bedded | hole th nsing. In order to facilitate the discussion, it is important to
tion of thermocouple wires has to be embedded In a hole thatyg.,nize the different types of surface-mounted thermocouples.

. - S IW‘hermocouples can be installed on the surface in at least two
the accurate and reliable reading of the interior ‘emp?rafm common configurations. For the bead-type junctions, the two dis-
et al.[S], Cross et al[6], Saraf[ 7]). In some applications, ther- qimijar thermocouple wirege.g., Alumel and Chromel for K-type
mocouples are employed to acquire the temperatures at Iocatl mocouplesirst form a junction by welding. The junction is
very close to the surface so that the temperature histories will Bgn attached to the object surface by spot welding. A schematic is
used in the inverse heat transfer calculation for determining tQgqwn in Fig. 1. The generated emf is uniquely related to the
surface heat transfer coefficient€ross et al.[6], Saraf[7], temperature that appears at the bead junction. Because of the finite
Tszeng[8], Beck and Osmaf®], Beck et al[10]). The require- yojyme of the bead and the possibly large temperature gradient
- under the surface, the temperature at the junction may not be
c ;Ctﬁrre\xltl gdgtirleoss Computer Aided Engineering Group, Ladish Company, Inexactly the same as that on the undisturbed surface of the object.

udal i : C S oY 2 i

Con%ributed by the Heat Transfer Division for publication in tt@UBNAL OF The sec_ond type of junction is .Ca”ed intrinsic junction, because
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 1§,he material whose temperature is to be measured forms a part of
2002; revision received April 22, 2003. Associate Editor: A. F. Emery. the thermoelectric circuit. Usually two dissimilar thermocouple
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where r is the radius of thermocouple wirg,andk; are the outer
|NTR|NS|CBEAD radius and thermal conductivity of the insulation layer, dnid
......................................... the heat transfer coefficient on the outer surface. Therefore, the
....................... thermal resistance can not be considered as a known variable.

Keltner and BecK16] derived several analytical relationships for
error corrections based on Laplace transforms for simple mea-
% sured response like step or ramp temperature changes. Litkouhi
i and Beck[17] developed a multimode unsteady surface element
i method due to step change in substrate temperature. $&gall
modified the method of Keltner and Bed¢k6] by using Du-
hamel’s integral to include intrinsic thermocouples with a mea-

sured response that can be approximated by an arbitrary third-
order polynomial. All of the above-mentioned solution methods
assumed the thermal properties to be temperature-independent.
Park et al[5] examined this subject by numerical calculation us-
ing FEM, and concluded that significant error can be introduced
into the measured temperature signals by the fin effects associated
with the direct attachment of thermocouple wires to the surface.
/{-m— The two-dimensional numerical model used in the work of Park
/S /7 /S X/ /S /S S /S /S / etal[5] requires the thermocouple wire to lie along the center
axis of the coordinate system. Because of this constraint, only one
Fig. 1 Two types of junction for installing surface-mounted thermocouple is allowed on an object in a two-dimensional axi-
thermocouples symmetric model. An industrial-scale study on the thermal pro-
cessing of a critical part usually requires multiple thermocouples
on the part. In this situation, three-dimensional models are needed.
Given the fact that a thermocouple wire can be as small as
wires are separately spot welded to the surface directly; with t8e02 mm in diameter for better response time, FEM meshing in-
spacing between the two wires ranges between one to two wirelving two length scales in three dimensions can be difficult and
diametergPark et al[5], Saraf[7]). A schematic of the installa- impractical.
tion is shown in Fig. 1. Park et dl5] theorized that the generated In this paper, we first discuss the general characteristics of the
emf in intrinsic junctions is corresponding to a “virtual junction” enhanced heating/cooling due to the so-called “fin effects” asso-
that lies at a location somewhere between the two physical jurmated with the surface-mounted thermocouples. An embedded
tions. Based on this postulation, there is a need for them to knmemputational model is then developed so that the multiple ther-
the temperature at the virtual junction although its location is natocouples can be used in conjunction with a regular FEM model
known. However, according to the law of homogeneous thermfwr the multidimensional calculation of the heating or cooling of a
couple circuiff12,13], the homogeneous metal connecting the twmart. We examine the solution accuracy and its sensitivity to the
junctions (referring to the object material between the two juncelement size in the parent object. The developed computational
tions) of same temperature in the electric circuit does not contrilbrodel is further used in the inverse heat transfer calculation for a
ute to the generated emf, even there is temperature gradient indbeniny end quench experiment.
connecting metal. Contrary to that stated in Park ef%), the
generated emf is only related to the temperatures at the two j““l‘émperature Affected by Surface-Mounted Thermo-
tions where the thermocouple wires meet the object. In the Sitl:?ﬁuples
tions when there is a temperature difference between the two junc-
tions during rapid cooling/heating, a three-wire thermocouple The effects of surface-mounted thermocouple on the object
circuit may become needdd3]. temperature are first examined in detail. Although the thermo-
Since the junctions lie on the object surface for intrinsic jungsouple junction considered in this section is of the intrinsic type,
tions, the temperature appearing at the thermocouple junctioith some modification to the wire size, the model can be used to
would be very close to the actual surface temperature. There analyze the bead-type junctions. The computational model is
many factors that can contribute to the errors involved with tHgased on the FEM. A simple model is shown in Figa)2that
surface temperature measurement using intrinsic juncfibds depicts an axisymmetric object with a thermocouple wire mounted
For example, heat conduction into or from the attached thermat the center of the top surface. The model considers that the
couple wires can alter the temperature at the thermocouple jutieermocouple wire is exposed to the environment without any
tion as well as its immediate vicinity. This problem is also cominsulation or protective sleeve. Due to the symmetry, only half of
mon to the bead-type junction mentioned earlier. A number #fie objects need to be modeled. The elements are four nodes lin-
methods and simplifying assumptions have been utilized in moear element. Detailed background information about the thermal
eling the transient response of thermocouples-18]. Hennecke model by FEM can be found in referen]. The thermocouple
and Sparrow[14] first developed the analytical solution of thewire is 0.4 mm in diameter and 10 mm in length. The length of 10
temperature distribution in a semisolid when a circular heat sinkfi@m in the model is considered to be the exposed portion of the
present at the surface. Then the solution to the problems tbermocouple wire. The FEM mesh is much finer in the region
surface-mounted thermocouples was obtained by matching giese to the junction so that enough spatial resolution is provided.
heat flux at the thermocouple junction. In that study, the laterlilis understood that there are actually two junctions with a spac-
heat loss per unit length of the thermocouple was determined ing of about one or two wire diameters for intrinsic junction. For
the temperature difference at surface and the thermal resistatf@time being, we assume that there is no interaction between the
which was assumed to be known. In fact, the thermal resistarf#ed junctions. This assumption will be examined in a later part of
on the surface of thermocouple wire should be formulated &is paper.
[15,16] The top surface of the parent object and the thermocouple wire
surface are exposed to the environment; all other surfaces are
assumed to have zero heat fl@ixsulated). Since the thermo-

1 In(ry/a) g ; ; L
Re—— 4+ —— " (1) couple wire in the model is relatively long compared with its
2mrh 2mk; diameter, the thermal boundary condition at its far end can be
Journal of Heat Transfer OCTOBER 2003, Vol. 125 / 927
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Fig. 2 The simple two-dimensional axisymmetric model and FEM mesh for surface-mounted thermocouple on an object. The

mesh only represents symmetric half of the domain. The top surface of the parent object and the thermocouple wire surface

are exposed to the environment; all other surfaces are assumed to have zero heat flux (insulated ). (a) Thermocouple wire
diameter=0.4 mm; (b) Wire diameter =0.04 mm.

assumed to be insulteld4]. However, the reality is that suchtherefore interesting to know the distribution of temperature at the
boundary condition does not have great effects on the resuljedction. We will examine the actual temperature variation at the
temperature field. The interfacial heat transfer between the obj@amtiction in a later part of this paper. The computation is carried
and the environment is governed by the equatigsh(Ts out by the FEM package HOTPOIN[ILY]. The calculated tem-
—T.), in which, g is the surface heat flux is the heat transfer perature distribution in the vicinity of thermocouple junction at
coefficient, Ts is the surface temperature, aiid is the environ- 0.1 second in quenching is shown in Fig. 3. At that time, the
ment temperature. Note that the convective and radiation heatnperature is about 830°C at the thermocouple junction, com-
transfer are both accounted for in the global heat transfer coeffiared with the undisturbed surface temperature of about 870°C.
cient, h. In the present case, a constant heat transfer coefficigqgparently, the installation of thermocouple enhances the lo-
h=2 kW/n?/K is applied throughout the top surface of the objeatal cooling in the vicinity of junction by conducting heat from
including the thermocouple. The environment temperature rive surface into the thermocouple and then dissipating in the
mains constant at 20°C. The initial temperature distribution environment.
assumed to be uniformly at 945°C in the object. While the FEM The temperature picked up by the thermocouple is correspond-
allows different thermophysical properties for each material in thag to the temperature at the object-thermocouple junction. The
model, the same thermophysical properties are assumed for jilnection has a cross section the same as that of the thermocouple.
object and the thermocouple, of which the thermal conductivitkccording to Fig. 3, the temperature is not evenly distributed in
k=15W/m/K and heat capacityc=5x10° J/n?/K. Note that the plane of the thermocouple junction. It is interesting to examine
these data are used here mainly for the purpose of illustration, tihe variation of the temperature at the junction. The histories of
actual properties are not only different between thermocoupiemperature respectively corresponding to the center and the edge
wire and the object material, but also temperature dependent. Taighe junction are shown in Fig. 4. In the earlier stdge first
issue will be discussed in a later part of this paper. 0.04 second), the edge of the junction is cooled faster that that at
The temperature picked up by the thermocouple is corresporitle center. Afterward, the temperature at the center drops much
ing to the temperature at the object-thermocouple junction. Tlester. The temperature difference between the center and the edge
junction has a cross section same as that of the thermocouple; in@etheless keeps mostly constant later in the quenching. The
possible that there is some temperature variation at the junctisame figure also shows the undisturbed surface temperature at a
Since the emf is related to the temperature at the junction, itl@cation 5 mm from the center of the junction. At one second in
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Fig. 3 Distribution of temperature in the vicinity of thermo- 600 . . r T
couple junction at 0.1 second in quenching. Initial temperature 0 0.2 0.4 0.6 0.8 1
is 945°C. Wire diameter =0.4 mm
TIME (SEC)

(b)

the quench_lng, _the difference be_tween the temperature at the CﬁB.’ 4 Temperature histories at the center and at the edge of
ter of the junction and the undisturbed surface temperature s thermocouple junction, respectively. Wire diameter ~ =0.4
larges to about 100°C. mm. Also shown is the undisturbed temperature at the surface

In the following case, the effects of thermocouple wire diametéat a location 5 mm from the center of the junction ). (a) In the
is examined. All other parameters remain the same as that of fhist 0.1 second; (b) In the first one second.
previous case. The FEM mesh is shown in Fidn)2The histories
of temperature respectively corresponding to the center and the
edge of the junction are shown in Fig. 5. Similar to the previous
case corresponding to a thermocouple wire diameter of 0.4 mm,
the center of the junction is cooled faster that that at the edge. The
temperature difference between the center and the edge nonet~~ 4444
less keeps mostly constant later in the quenching. The same figt '
also shows the undisturbed surface temperature at a location5n 950 -
from the center of the junction. Again, the difference between th
temperature at the center of the junction and the undisturbed si; 900 1
face temperature is very significant. -

A brief comparison between the effects of thermocouple Wirg 850 1 UNDISTURBED
diameter is given in Fig. 6. In this figure, the temperatures at tHg  gog |
center of the junction for both cases are shown. While both cas| CENTER
indicate the significance of the fin effects due to surface-mount 750 1
thermocouples, the smaller wire diameter brings less overall i
pact to the junction temperature. The less fin effect correspondi
to a smaller wire diameter is mainly due to the smaller cross  ggq |
sectional area for heat conduction through the junction. Theore:
cally, it can be postulated that the effect of thermocouple shou 600 . r , -
diminish to nil when the wire diameter approaches to zero. 0 0.2 0.4 0.6 0.8

Figure 6 indicates that the temperature at the junction of the TIME

. i : . (SEC)
mocouple with smaller wire diameter decreases faster in the ea-
lier stage of quench_lng_. E_xDe”mema”y’ Safdi measured the Fig. 5 Temperature histories at the center and at the edge of
temperatures from intrinsically mounted thermocouples of tW@e thermocouple junction, respectively. Wire diameter ~ =0.04
wire diameterg0.32 mm versus 0.038 mnon a 4142 steel disk mm. Also shown is the undisturbed temperature at the surface
of 66.8 mm-diametex9.52 mm-height immersed horizontally in(at a location 5 mm from the center of the junction ).

700

-
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Fig. 6 Comparison of the fin effects between thermocouples Fig. 8 Temperature histories at the center and at the edge of
of different wire diameter. The temperatures at the center of the the insulated thermocouple junction, respectively. Wire diam-
junction for both cases are shown. eter d=0.4 mm. Also shown is the undisturbed temperature at

the surface (at a location 5 mm from the center of the junction ).

water at 22°C. The exact location of the junctions is 6.38 mm . i i .
from the circumference on the diametrically opposite sides froffood that the actual insulation materials, e.g., oxides or other
the bottom center. The results are shown in Fig. 7, which indicatgPeralloys, used as the sleeves for the thermocouple wires are
the same trend that the temperature at the junction of smaller witgver perfect thermal insulator. For this extreme case, the same
diameter decreases faster in the earlier stage of quenching. Model of Fig. 2(a)is used except the thermocouple wire is insu-
In many applications, thermocouple wires are insulated thdated. The histories of temperature respectively corresponding to
mally and electrically except at the junction leads. In order ti€ center and the edge of the junction are shown in Fig. 8, to-
examine how the thermal insulation can affect the temperatLﬂéther_W'th the undisturbed surface temperature. A total rever_sal is
appearing at the junction, one should use the actual boundi@ynd in the effect of thermocouple on the temperature; the junc-
condition on the surface of the thermocouple wire as that of EEON temperature drops more slowly than that on the undisturbed
(1). Nonetheless, we simply examine the extreme situations wheifface. Thus, thermocouple wire acts as a thermal shield for the

the thermocouple wire is perfectly insulated although it is undeidnction. Similar observation has also been made by Hennecke
and Sparrow14]. According to the forgoing cases involved with

exposed thermocouple wires and insulated wires, the degree of

influence of surface-mounted thermocouples on the surface tem-
900 - perature also depends on the actual heat transfer between the ther-
mocouple wire and the medium.

200e,,
.
3

Embedded Computational Model for Surface-Mounted
Thermocouples

The FEM model represented in Fig. 2 considers the complete
heat transfer system consisting of the object and the thermocouple
wire. In that model, the thermocouple has to lie along the center
Dia 0.3218 mm line of the object. In practic;al applicatiops, there are mqltiple ther-

L ; mocouples installed at different locations on the object. Since
. / each thermocouple wire is a three-dimensional object, it is not
o possible to construct the model similar to that of Fig. 2 in a two-
T dimensional analysis. In this section, we describe the development
Dia 0.038 mm of an embedded computational model that can be used in conjunc-
tion with a regular FEM model for the multidimensional calcula-
. tion of the heating or cooling of a part with thermocouples at-
R tached on the surface.
el The embedded computational model is a submodel of smaller
length scale that is used to calculate the local temperature field in
the thermocouple wire and its vicinity in the parent object. The
concept is based on the fact that the thermocouple wire is usually
very thin compared to the radius of curvature on the parent ob-
ject’s surface. Consequently, an axisymmetric model is a good
0 ! ! ' approximation to the heat transfer phenomena in the thermocouple
wire and the material in the vicinity of thermocouple junction. The
0 0.15 0.3 0.45 axisymmetric submodel with the EEM mesh is dgpi(J:ted in Fig. 9.
TIME (S) The model consists of two portions; the first one is the body of
thermocouple wire that is exposed to the environment. The second
Fig. 7 Experimental results from two surface-mounted K-type portion is a finite volume of the object in the vicinity of the junc-
thermocouples on a 4142 steel disk with two different wire di- tion. The dimensions of the submodel are normalized so that the
ameters of 0.32 mm and 0.038 mm, respectively size of the object portion is unity. The actual size of the domain is

750 T

TEMPERATURE (°C)
w B N
o [6)] o
o o o

RN

N

o
1
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Fig. 9 Embedded computational model for calculating the T
temperature field in and around the thermocouple 0.00

7.59 10.00 12.50 15.00 17.50 20.00

Fig. 10 Mesh system used in conjunction with the embedded
determined by the diameter of the thermocouple wire. Only thgé)]?’;l:gg:]odn?rl]erqﬁgfrln;%roSs:gul?)tr'?gs;gﬁdtiﬁg]?grt?‘tgrzxgﬂilég
top surface of the submodel is exposed to the environment; otigkig. 2. The mesh shown is the right half of the actual axisym-
surfaces of the domain are assigned with appropriate thermagdtric part. The thermocouple is located at the upper left cor-
boundary conditions as indicated in the Fig. 9. The submodelrisr of the domain.
superimposed at the actual location of surface-mounted thermo-
couples on the parent object that does not include thermocouple in

the FEM mesh. The properties as well as the thermal bound?ﬂérmocouple junction should be no larger than the object portion

conditions for the submodel are changing according to the partic&-the submodel. In order to examine the sensitivity of calculated

Iag_ Ioct:alt;o_n ofttk:jetsutrfg]ce-t;]nounted thlermok;:oupélel on tT)e p?r £‘%ults to the mesh size in the parent object, five thermocouples
object. 1L 1S noted that the thermocouple SUbModel can be PIackh ., nted on the top surface of the object in Fig. 10; each

Ztnflgﬁ-Locﬁaﬂoélogfstggtsnuerf;ae(;i;n:i?uEi,itgeﬁn;c;?gﬁplfﬁeosn m;g@érmocouple location corresponds to different element size on
L object, ; y 9 ymMmMER parent object in the vicinity of the thermocouple junction. The
axis of the parent object. Hence, the proposed computatlo%

model has the great flexibility of considering the multiple surfac%
mounted thermocouple wires in a two-dimensional analysis.

The embedded computational model is used to calculate
temperature field in the same cases discussed in the previous sec-
tion. The FEM mesh for the parent object is shown in Fig. 10, in
which the model consists only the parent object. As have been
used before, same thermophysical properties are assumed for 1000
parent object and the thermocouple. Similar to that of Fig. 2, tt
top surface of the object is subjected to a constant heat trans
coefficient of 2 kW/m/K. For a thermocouple of wire diameter
0.4 mm (corresponding to that of Fig.(2) and 1.88 mm in
length, the calculated temperature at the center of the thern*uoj 850 L =0376 mm
couple center is shown in Fig. 11 together with that obtaine®
earlier using the full model of Fig.(2). The difference between E 800 4
the calculated results from the two approaches is very small. vE
also observed that the results were about the same if the therr$§ 750 -
couple wire of a greater length was used in the model. 3

The same submodel is applied to thermocouple of wire dian 700 1
eter 0.04 mn{corresponding to that of Fig()) and 0.188 mm in

ment size ranges from 0.14 rn@.14 mm at TC no. 1 to 1.29
mx1.29 mm at TC no. 5 in Fig. 10. The dimensions of the
ubmodel are designed to be proportional to the wire size; thus,
object portion of the submodel is 0.76 @76 mm for a

950

L=0.188 mm
900 -

FULL MODEL

length. The calculated temperature history at the center of tl 650 1 d=04mm

junction is shown in Fig. 11. Apparently, significant difference is 600 ' ' '

found between the results from the submodel and that of the fu 0 0.2 0.4 06 0.8 1
model in Fig. 2(b). The difference is reduced when a longer the ) '_nME (SEC)

mocouple wire(0.376 mm)is used in the submodel, as shown in
Fig. 11. Therefore, in the submodel, it is important to use tt‘\gg. 11 Temperature histories at the center of the thermo-
actual Iengt_h of the exposed portion _of the thermocoup!e wire.coume junction when submodel is used. Wire diameter and
For practical use of the submodel in an FEM calculation, thefgngth are indicated in each case. There are two coinciding
is uncertainty regarding the requirement of object meshing feurves for the case of wire diameter of 0.4 mm; one from the
satisfactory results. Ideally, the element size in the vicinity of th&ibmodel and the other from the full model of Fig. 2.
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950 For intrinsic junctions, there are actually two junctions with a
spacing of about one or two wire diameters. The assumption that
900 there is no interaction between the two junctions allows the use of

single junction in the model. However, it is important to revisit the
assumption for its soundness. The temperatures at locations of
distance of one wire-diameter and two wire-diameters from the
center of the junction are plotted in Fig. 13. The results shown
Fig. 13 indicate that there is interaction between the two junctions
even the spacing is as large as two wire-diameters. Further, the
interactions seem to be more significant for the thermocouples
with larger wire diameter. It can therefore be concluded that the
fin effects as calculated in the model with single junction is un-
derestimated; for cooling, the temperature appears at the junction
. r . r would be even lower than the present results. In order to account
0 0.2 04 0.6 0.8 1 for the interactions between the two junctions, a new approach
employing three-dimensional submodel is being developed by one

850

800

TEMPERATURE (C)

750 -
CENTER

700

TIME (SEC)
of the authors.
Fig. 12 Temperature history at the center of each thermo- . In all the above calculations, thg same thermophysical proper-
couple mounted at different locations on the top surface of the ties are assumed for the parent object and the thermocdigle
parent object (Fig. 10). Wire diameter =0.04 mm. The exact lo- mal conductivity k=15W/m/K and heat capacitypc=>5
cations of thermocouple are shown in Fig. 10; different location X 10P J/me/ K). At room temperature, the thermal conductivky
corresponds to different element size in the parent object. and heat capacitgc for low carbon steels ark= 45 W/m/K and

pc=11x10° J/n?/K, respectively. For the two materials of
K-type thermocouplek=13.5W/m/K andpc=11x10° J/nP/K

wire diameter of 0.04 mm. In this respect, the size of eIemenfB%Ln?glr?g? ‘I?k?l?sk:tfmz:ﬁe\{a\l{[/rg;Kaiirt]d%?:K-ltsxelg;g:gzgogolres is
close to the location of thermocouple on the parent object in Fi ; ! pactty yp P

10 is smaller than the object portion of the submodel at TC's n%ﬁse to that of carbon steels, while the thermal conductivity of

. : . romel is about one third of the steels. In order to examine the
1-3. Figure 12 shows the calculated temperature h|_stor|es at ects of the different thermophysical properties on the tempera-
center of the thermocouples. For reference, the undisturbed tem

peratures at the same surface locations of the parent object #{ﬁe géﬂgsgtt:\ﬂ? 'gft?,?e\r’:ﬁg]étguoﬁetr}grg]s(éfoﬁfc;ea]I\J/gtl:gg ll)’ftlg(\e/\}?rﬁ;k
also shown in the figure. Since the side of the parent object y b 9

IS ; O
thermally insulated except the top surface, the heat transferm}?"Ie that of the parent object maintains a value of 15 W/m/K.

T'ﬁe results are shown in Fig. 14, that also includes a case of very
one-dimensional; therefore, the temperatures at all thermocou o L
locations should be the same. Except the TC n@lément size is IOSI thermal conductivity for reference. As one would expect, the

L er thermal conductivity of thermocouple wire reduces the heat
1.29 mm), all the calculated temperature histories are very Closec nduction from the substrate to the thermocouple; therefore, the
each other. It is noted that the undisturbed surface temperat

corresponding to the location of TC no. 5 actually deviate apprgéﬁ]perature drop due to fin effect is reduced.

ciably from those at other locations. Since discretization errgr .. . .

incre);ses with the size of elements, the element size of the pan%‘ﬁpl'cat'ons of the Embedded Computational Model

object in the region close to the surface has to be small enough inThis section presents the application of the developed compu-
order to reasonably describe the high gradient of temperature figdtional method to a Jominy end quench test. Jominy test has been
close to the surface. In this respect, the element size at TC no. &ipopular test method for determining the hardenability of steels
too large to render sufficient accuracy. It can be concluded théASTM A 255). The cooling curves at different distance from the
the submodel is less sensitive to the element size than that of theench end have been well studied in the past. Some data of the

parent object. surface heat transfer coefficients at quenched end have also been
1000 1000
950 950
~ 900 1 ~ 900
e (-
g 850 2d g 850 -
= -
& 800 > UNDISTURBED g 800
8 750 - 8 750 -
i i
= 700 = 700
650 - CENTER 650 1
600 T r r . 600 . + r r
0 0.2 0.4 06 0.8 1 0 0.2 0.4 06 0.8 1
TIME (SEC) TIME (SEC)

(@) (b)

Fig. 13 Histories of surface temperature at locations of different distance from the center of the thermocouple junction;
the distances are zero (center), one wire diameter, and two wire diameter. The parent object is in Fig. 10. (a) Wire diameter
=0.4 mm, (b) wire diameter =0.04 mm.
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Fig. 14 Temperature history at the center of a thermocouple
mounted at the center on the top surface of the parent object
(Fig. 10). Wire diameter =0.04 mm. For the parent object, ther-
mal conductivity k=15W/m/K and heat capacity pc=5
X108 J/m3/K. For the thermocouple material, thermal conduc-
tivity k has the values of 15, 5 or 0.005 W /m/K, and heat capac-
ity pc=5X10° J/m%/K. T

¥
Iy

0 0 Y

T

published. In this section, the theoretical calculation is compared -
with the measured temperatures on the Jominy test bar. In particu-
lar, the developed embedded thermocouple submodel will be used
in conjunction with the inverse computation scheme also devel-

oped by one of the authors to determine the surface heat transfer % ¥

18

+

b
7l

¥

3

i

1

et
E

-

coefficient. For more detailed discussion on the inverse calcula-
tion please consult Zhou and Tszedd, and Tszeng8,19]. As a
matter of fact, determining the surface heat transfer coefficients is 3.8 mm
one of the main uses of cooling curves in heat treating processes —e 2
[6-11.
A Jominy bar of AISI 4142 steel with 25.4 mfi in.) in diam- 1
eter and 101.6 mn6 in.) in length was end-quenched after aus-
tenitizing at a temperature of 845°C for 30 minutes in furnace : . .
with oxidation control by placing cast iron blocks in a steel sleev&!9: 15 Instrumented Jominy end quench specimen that is 100
Two K-type thermocouples having wire diameter of 0.25 mry-in-length X25.5 mm-in-diam. Two thermocouples of intrin-
yp - P 9 . ic junctions are installed at the indicated locations. TC 1 is
were used to pick up the temperature at two locations. One th@fsated at the center of the end; TC 2 is located on the lateral
mocouple was mounted at the center on the quenched end of §iface (unwetted) at a distance of 3.8 mm from the quenched
Jominy bar and the other was mounted on the side at a distanceed. Wire diameter is 0.25 mm, and spacing between the two
3.8 mm from the quenched end. Note that the water does not \itgtctions is one wire diameter.
the thermocouple mounted on the side. Intrinsic mounting tech-
nigue was used to install the thermocouples. A schematic of the
specimen is shown in Fig. 15. Labview 5.0 was used to registguenched end is used in the inverse calculation to determine the
the data using National Instruments ATD board and signal condiurface heat transfer coefficient. In that procedure, the temperature
tioners equipped with PC computer. The sampling rate was keptadtthe second thermocouple on the side will be calculated as well.
150 Hz. The measured temperatures from the two thermocouplé®e results of calculated temperature at both the thermocouple
are shown in Fig. 16. Only the fast cooling stage is shown in thecations are shown in Fig. 16, with or without the fin effects by
figure. the thermocouple wires. First of all, the calculated temperature at
In calculating the temperature field, the geometry of the test bidie quenched en® mm) agrees very well with the measured
and the boundary conditions allow the use of an axisymmetiiemperature. The very small residual error in the temperatures at
model for the heat transfer analysis. Furthermore, due to predortiie quenched end indicates the good performance by the inverse
nant quenching power from the jet water on the bottom quenchlculation. Apparently, fin effects produce significant difference
surface, the heat transfer phenomenon is very close to ometween the undisturbed surface temperature and the temperature
dimension in the axial direction. However, a complete FEMt the thermocouple junctions. At 0.5 second in quenching, the fin
model that consisting of the test bas as well as the thermocoupééfects lead to a temperature difference of about 150°. At the
is not axisymmetric. This difficulty is resolved by the use othermocouple on the side of a distance of 3.8 mm from the
embedded thermocouple submodel; the FEM model of the pargptenched end, the calculated and measured temperatures agree
object(Jominy bar)is axisymmetric, as shown in Fig. 15. Whilevery well. Notice that the difference of temperature on the side of
the FEM allows different thermophysical properties for each mapecimen increases at a later time. This is mainly due to the inac-
terial in the model, the same thermophysical properties are a@swate thermophysical properties used in the model; more accurate
sumed for the object and the thermocouple, the same therndata of thermophysical properties reduces the differ¢age
physical properties of the AISI 4142 steel as shown in Table 1 The calculated surface heat transfer coefficient as a function of
were used for both the parent object and the thermocouple wiremperature is shown in Fig. 17, in which the calculated heat
In this part of study, only the measured cooling curve at thieansfer coefficient is plotted against the undisturbealculated)
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Fig. 16 Measured and calculated temperature at the thermo-
couple locations indicated in Fig. 14. The calculated tempera-
tures are with or without the fin effects by the thermocouple
wires. Wire diameter d=0.25mm.
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Fig. 17 A comparison between the calculated surface heat
transfer coefficient and that obtained by Buchmayr and

Kirkaldy [21]. The calculated HTC from the present study is
plotted against the undisturbed surface temperature, not the

temperature at the thermocouple junction. The calculated HTC

only reached to about 200°C.

face heat transfer coefficient in most immersion quenching de-

surface temperature. When the quenching started, the magnitpeeds strongly on surface temperature, the location on the surface
of heat transfer coefficient was very low, and reached the maxirensi et al.[22], Tensi and Tottei23], Segerberg and Bodin
mum a value at about 350°C. At even lower temperatures, the hgz4]). The developed method can be employed to fully explore
transfer coefficient decreases. The same figure also shows the kigigtsubject. More details are discussed in Zhou and Tsihg

transfer coefficient obtained by Buchmayr and Kirkal@y]. The

two sets of data do not agree well at high temperatures, but i®ncluding Remarks

discrepancy decreases at a lower temperature. At temperatur

below about 400°C, the agreement is very good.

The present development of the computational method t
combines the inverse calculation on a regular FEM model with t
submodel for the surface-mounted thermocouples provides
possibility of an efficient and low cost technique of measuring
surface temperatures as well as the determination of surface
transfer coefficients. The surface heat transfer coefficients are
of the essential parameters for accurate modeling of the m
thermal processing of metal components. Further, for a giv
guenching process of a heat-treated part, it is known that the s

Table 1 Thermophysical properties of AISI 4142 steel

Thermal Conductivity,

Temperature, °C W/m/K
20.00 43.30
77.00 43.30
97.00 43.10

137.00 42.80
177.00 42.30
217.00 41.70
257.00 41.00
297.00 40.20
337.00 39.30
377.00 38.40
417.00 37.40
457.00 36.40
497.00 35.40
547.00 34.30
600.00 33.10
Heat Capacity,

Temperature, °C 10° J/nP/K

20.00 3.94
204.00 4.02
427.00 4.75
648.00 5.72
773.00 4.64
830.00 4.26
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e'Fhe present study investigated the fin effects of surface-

t the fin effects have great impact on the measured tempera-

Hﬁpunted thermocouples on the measured temperature. It is found
ﬁ al

{ijges; the actual effects are dependent on the wire diameter. In
h(yder to overcome the difficulty of calculating the fin effects as-
Hﬁ}:&iated with a thermocouple attached at an arbitrary location on
Jhe

object, we further developed an embedded computational sub-

del that can be used in conjunction with a regular FEM model

the multidimensional calculation of the heating or cooling of a
part. The embedded computational model is shown to offer very
accurate calculation of the temperature at the junction of thermo-
couple wire. It is also found that the solution behavior is less
sensitive to the element size than the parent object.

In this study, we carried out a Jominy end quench test with
thermocouples attached to the specimen. The measured cooling
curve at the quenched end is used in the inverse calculation
scheme to determine the surface heat transfer coefficient and the
overall transient temperature field. It is found that the calculated
temperature at the thermocouple junction agrees very well with
the measured temperature. The developed computation method
can be used in the efficient technique of determining the surface
thermal boundary conditions for the calculation of changing tem-
perature fields in heat-treated components.
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A Vascular Model for Heat
Transfer in an Isolated Pig Kidney
cuive chen | During Water Bath Heating

School of Mechanical Engineering,

Purdue University, USA o ) ] )
Isolated pig kidney has been widely used as a perfused organ phantom in the studies of

Lisa X. Xu hyperthermia treatments, as blood perfusion plays an essential role in thermoregulation of

e-mail: lisaxu@sjtu.edu.cn living tissues. In this research, a vascular model was built to describe heat transfer in the
School of Mechanical Engineering, kidney phantom during water bath heating. The model accounts for conjugate heat trans-
Department of Biomedical Engineering, fer between the paired artery and vein, and their surrounding tissue in the renal medulla.
Purdue University, USA; Tissue temperature distribution in the cortex was predicted using the Pennes bioheat

School of Life Science and Technalogy, transfer equation. An analytical solution was obtained and validated experimentally for
Shanghai Jiao Tong University, predicting the steady state temperature distribution in the pig kidney when its surface kept
People’s Republic of China at a uniform constant temperature. Results showed that local perfusion rate significantly

affected tissue temperature distributions. Since blood flow is the driving force of tissue
temperature oscillations during hyperthermia, the newly developed vascular model pro-
vides a useful tool for hyperthermia treatment optimization using the kidney phantom
model. [DOI: 10.1115/1.1597625

Keywords: Analytical, Bioengineering, Conjugate, Heat Transfer, Perfusion Rate

Introduction its surface was kept at a uniform constant temperature. In the renal
medulla, conjugate heat transfer between the paired artery and

The pig kidney has a well-organized vascular network. Its an¥ein, and their surrounding tissue, was considered. In the cortex,

tomic structure and size are very similar to that of the hufign tissue temperature distribution was predicted using the Pennes

It normally contains a single renal artery that allows good contr§ioheat transfer equation. An analytical solution was obtained and

of the inlet flow. The isolated pig kidney model developed byalidated experimentally for steady state temperature distribution

Holmes et al[2] possesses a vasculature close to that of a lividg the kidney.

kidney. They have been widely used as perfused organ phantoms

in the past to examine the inter-relation between blood flow and .

tissue temperature during hyperthermia. Zaerr ef3lused four vascular Model and Formulation

preserved pig kidneys to simulate tissue temperature responses to L

the step and ramp changes of flow rates, and to the temperaturé"€ shape of the pig kidney normally appears as a bean. The

controlled changes of flow rates. During their experiments, tfgedial side of the kidney contains an indentation through which

kidneys were perfused with 80 percent ethanol solution via RfSS the renal artery and vein, nerves, and pelvis. If a kidney were

pump and heated by an ultrasonic heating system with the citin half, two regions became apparent: an outer region tefmed

stant acoustic power of 15 W. X[4] studied the steady state 2> e cortex and an inner region as the medulla. Shown in Fig. 1,

temperature field in an isolated pig kidney under various perfusigrlle renal artery branches progressively and radially into the cortex

conditions throuah which the Pennes equation was validated & ion. There exist parallel arterial and venous systems. It is clear
9 q that in the medulla, arteries are closely paired with veins, and

the cortex region. Brown et a[5] measured fissue temperaturesinyiar structures repeat periodically in each cross-section. Thus,

distributions in an isolated canine kidney perfused with saline ah i : : . ;
. . inverted conical cylinder was chosen as the tissue unit for
20-25°C that was situated in a water bath at 32°C. The flg Y

h SR . odeling as shown in Figs. 1 and 2. The physical model shown in
largely affected the tissue temperature distribution. Kolios et ig. 2 consisted of two respective parts for the cortex and the

studied transient temperature distributions in kidney during a 2Qgsqylia. The pelvis was not considered in the model since all the
heat pulse delivered via an 18 gauge needle with hot water ryppid (urine)in the pelvis was steady and at the same temperature
ning at 60°C[6,7]. Their results showed that in the regions withys that of the kidney surface. The radius of the cylinder increased
out large vessels, temperature predictions from the Pennes biohgalarly along thez direction. A countercurrent artery-vein pair
transfer equatiofpd] were in much better agreement with the exwas embedded in the cylinder whose wall was assumed adiabatic.
perimental measurements than that predicted using thgly developed laminar blood flow was assumed in the vessels
Weinbaum-Jiji countercurrent modg]. However, in the vicinity - since the entrance length was much shorter than the actual vessel
of large vessels, the thermal effect of blood was found significaméngth, and the Reynolds number was about ten under normal
Valvano et al.[10] observed similar results in the canine kidneyhysiological conditions. Axial heat conduction in the vessel was
cortex. Thus, modeling heat transfer between the vessels and theiglected as compared to the advection by the flow at a large
surrounding tissue is necessary for accurate temperature pre@igclet numbe(Pe>200). At steady state, the governing equations
tions in these regions. in the medulla region were given as follows.

In this study, an anatomic vascular model was developed to
simulate blood-tissue heat transfer in the isolated pig kidney WhenTissue:

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF 19 &th 1 90 ﬁTtZ ‘92Tt2
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 14, -\ r—— ==t =0 (1)
2002; revision received May 12, 2003. Associate Editor: P. S. Ayyaswamy. ror ar r2dp\ i Fra
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Fig. 1 Schematic of kidney vasculature. a. artery; v. vein
(adopted from Frandson Anatomy and Physiology of Farm Ani-
mals, Philadelphia, PA, Lea and Febiger, 1986 )

origin of origin of 7,

Fig. 2 Schematic of the inverted conical tissue unit and the

Artery: )
vessel spacing

1 9 aTa) 1 9 [dT.) 2upa ra\?] a7,

— |t = —

Fadfa\ “dra) r2dda\dds ay ay | dz

(2) At the CMJ, the local temperature and heat flux are continuous,
and the local venous return temperature was nearly the same as
Vein: that of the local tissue given the thermal equilibrium between the

flow and tissue:

r,\?

a

T,
ry ITy Ty

9z Tu=Te=Tiew —, =7, To=Tu, 2z=L-L,
3) @

whereT is the temperaturey the thermal diffusivityu,, the mean The side surface of the tissue cylinder was adiabatic because of
blood velocity(it was assumed that the mean arterial blood velognhe periodical arrangement:

ity, Um a, iS the same as that of the venous bloag, ), anda the
radius of the blood vessel. The subscriptsv, t2 denote the Ty
artery, vein, and medullar tissue, respectively. The basic geometry, on
symbols, and the coordinate system are shown in Fig. 2.

In the cortex, the vessel size is relatively small as comparedwderen the vector normal to the tissue cylinder side surfé(e)
that in the medulla. It has been shown that the Pennes equatiba tissue cylinder radius varying linearly with z. The local
provides good predictions for the temperature distribution in thtsmperature and heat flux at the tissue-blood interfaces were
region [4,6]. Further, in this study, because the kidney surfacg®ntinuous:
temperature was kept uniform and constant by a water bath, tissue

1o aT,\ 1 9 (dT,|  2uy,
T, o\ ar, T2

+
rs ‘?(ﬁv Ap v

=0 r=R(2) (8)

temperature distribution in the cortex primarily varied in the aTa  JTp f—a ©)
direction (refer to Fig. 2). Thus, one-dimensiondl-D) Pennes Iy Iy a~ “a
equation was applied as
5 To=Ta ra=a, (10)
T (pCpp
oz (pey); “b(Tu™Tacw) =0 @ (;T” e r,=a, (12)
r, dr,
whereTy, is the tissue temperatur&, cy,; the arterial flow tem- T.=T r—a (12)
perature at the corticomedullary junctig@MJ), andw,, the local EE
perfusion rate in the cortex. Referring to Fig. 2, the boundar . .
conditions were given as the constant kidney surface temperatu%%alyt'cal Solution
(Ts) and the arterial inlet flow temperatur€ ) in the following: For simplicity, thermophysical properties of the blood and tis-
sue were assumed the same. Temperature variations alorg the
Tn=Ts z=L (5) direction were approximated by the bulk temperatures in the me-
dulla as previously justified if11,12]. To nondimensionalize the
Tio=Ts, Ta=Tx 2z=0 (6) governing equations, the following parameters were defined
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L T SNLU (L B2_o re=rr(2") (24)
- - , v ’ - ’ % -
8a0 8a0 a0 8a0 an
a, a, Ly L
ay=_", ay=_", Li=—, L*=_—, 26, a6y,
a0 a0 a0 a0 (13) — — " I’; =1 (25)
.S . Sa Lz L A ary  dry
S,=—, Sa=—, =—, n*=—,
8a0 8a0 a0 8a0 %
Op=0, r3=1 (26)
0 :Ttl,tz_TaO :Ta_TaO 0 :Tv_TaO
t1,t2 Ts_TaO ) a TS_TaO ’ v Ts_TaO ) 20 20 i
2 e AN (27)
o= (Pcp)baaoum,a (9]’: &r: v v
K
where@ is the dimensionless temperature aitle vessel spacing, 0p,=6, r*=a* (28)

i.e., the center-to-center distance. Asterisks denote dimensionless
variables. All length variables were scaled by the arterial inlet .
radius,a,,. In this study, the venous and the arterial vessel radf Should be noted that, similar to the local temperature, the bulk
were assumed constant. It led & =1. All temperatures were ;/uerr;o:tstlingpl\iSatgées\;‘vgvir??:lé(r(g;? ?%%acl)\t/%:gﬁ :g\llkegtsigﬁ%;feergf era-
scaled by the difference between the kidney surface temperat ' )

o eratiy(i% to blood flow at CMJ was not accounted for in E2R). This
(Ts) a_nd the arterial inlet temperaturg ). Thus, the governing was because the Pennes equation was used in the modeling and its
equations became,

perfusion term accounted for the flow effect continuously in the
cortex as if there were a volumetric heat source from the tissue

In the Medulla: infiltration of arterial blood at a constailt,=Tcy;. The net en-
ergy advection due to the flow was equally distributed over the
Tissue: entire cortex region.
) Following a derivation similar to that described[it3,14] 6ee
19 x902) 1 9 [0 A0 (14) Appendix for the detailed derivatignone could obtain the solu-
r* ar* ar* r*2d¢\ d¢ dz*? tions for Egs.(14-16. The solutions were comprised of the ho-
mogeneous and particular solutions,
Artery:
1 9 30, 1 9 [d6, db,p 6(1 1 3\df,, 1 rx\ de,,
I * . — %2 — 4 Tex2_ T x4 T _ = 2 _v
F (%;)* 2 aqsa(aqsa) PaLri g TP Taglar 2 N e
15
. ( ) 1 d20t2b * * * ok 2 I’*
Vein: T2 gp 2Inr;+1+sk—2r}sh cos¢,—2R*“In rF
*2
ii r*(?_e” +i I (96, ——pPd 1— My da:b (29)
rxor*\ Cark ) r*20¢,\d¢9, ax?| dz
(16) (1 ,, 1t 3 )do,
where the bulk temperatures were defined as 0,= 0+ Peg; 27 T 16 a:z_ 6% | a7
2 JZﬂ-Jl )
Op=— O (1—r*2)r*dr*d¢ a7 de,, 1 d?%6, rx
R P PR +ZPeInr;dT:b—Z dz*tzzb 2a%In| —| +a}’+s}?
2 2m [ g* r*2 ’
Opp= "0,| 1— —|r¥dr¥d 18 r
vb Wa*2f0 fo ’ ax?] v’ o (18) —2r*s* cos¢,—2R*?In| = 30
U U 12 v R*
0 ! fzwfR*e *dr*de (19)
) ormar
= ez [ ), P S [ 1Pa§2l(r:)d0,,b
2= 0UhT™ & einr — —PFe nf —
In the Cortex: 4 ddzt 4 ay) dzf
ﬁzﬂtl agowb 1 dzath 2 2 r*
P: @ (etl_aa,CMJ) (20) _Z_dz*z r*<—2R*“In R_* (31)
whereq, is the thermal diffusivity of tissue. Boundary conditions, .
Egs.(5-12, became, where the homogeneous solutiah,, was
O =0s z*=L* (21) .
*n daab
0y dy bh=1 2 anr*"cogn(¢—m)] Pe
01=02=0omas  Ob=0u, “x =% Z°=L*-LI n=0
' dz 9z
(22) ” de,
+| > bar*"cosng | Ped: vb (32)
Op=0s, 0,=0,0 z*=0 (23) n=0 dz
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and

(]

*
a

1 n
-
4nR (33)
1 S* n
il
4nR*"\R

with a;=0 andby=0. Substituting Eqs(29—31 into Eqgs.(17—

19) led to
d6ap dé,p d?60
Bap= a1y dz: Fagr e tag 472 (34)
dap db,p d%6,,
0yp= a5y dzi Far g 23 2 (35)
d6,p dé,y d26,9
biop=2as1 dzz tagrgx Tasw 472 (36)
where the coefficients;; are
- 11
a11—< 2 a,si"— %) Pe (37)
n=1
- 1 [sh+s)
ap=| D, b,st"cogneg)— ZIn( — ) Peg? (38)
n=1 a,
1
ay=— 7(s5?-0.9 (39)
= > a,st" st s |p 40
ap . ans;  cogng) 2 n(s; +s;) |Pe (40)
=
- 11
an= ( > bst"+ % Ped? (41)
n=1
1
85— — 7 (s}~ 058 %) (42)
1
ag= Zln sg)Pe (43)
! Peg 2| % 44
A=~ 4 eg “In 5 (44)
1
a33=ZR*2(—1.5+2 InR*) (45)
The solution for Eq(20) was
011= 03,cmat giei?" +goe AL (46)
where
Jan
AC: aao Z (47)

Substituting Eq(46) into the boundary conditions Eq&1) and

(22) led to
(0= 0y cmpe” et T (6 omi— Ba,ompe At
9= oAt — o= Acl}
(48)
_ (65— Oa.cm) € ) — (8, = Oa cm) € 49
92~ oAt _ ALt (49)

Journal of Heat Transfer

To obtain the bulk temperatures, Eq34—-36 and Eq.(46) were
solved simultaneously using numerical methods.

The thickness of the medulla and the cortex of the kidney used
in this study were measured and approximately equal to 1 cm. At
the CMJ, the most frequently encountered vessels were o500
in diameten(d) [15]. It was thus assumed that the paired vessels in
the medulla were the mother branches of the bifurcating vessels of
d=500um at the CMJ. The paired artery and vein were assumed
to be of the same size, and calculated accordind &17]as

di=d3=d*+d? (50)

It was further assumed that the renal artery branched into the
mother generation vessels immediately as it traveled into the me-
dulla region. To calculate the mean velocity in the paired artery
and vein, the total vessel number was determined as the following.
Xu et al. [15] showed that the vessel number density was
=8.6Xx10*/m? for the vessels of 50qum diameter at the CMJ.
The dimension of the kidney was about 0.116Xf0545
mx0.0401 m. The kidney was approximated in the elliptic shape,
and the estimated area at the CMJ wasg,;=6.18%x10 3 m?.

The total vessel number was then calculatedNasf, X Acy;
~532. Therefore, the number of the mother vessel pairs was
Nunit=0.25N~133 in the medulla. If the renal inlet volumetric
flow rate wasQ;,, the mean blood velocity could be calculated as

40.
um:&Z (51)
Nyniemdg
WhenQj,=1.67x10" ¢ m¥s, thenu,,=4.02x10"2m/s. The tis-
sue unit radius at the CMXR¢y,;) was calculated using the fol-

lowing formulation
ACMJ
Ry = \ | ——
oM 7N ynit

When uniform blood perfusion was assumed in the cortex and all
the inlet flow traveled to the cortex, the perfusion rate could be
calculated based o®;, and the mass fraction of the cortex with
respect to the whole kidneyM./M,). The return flow through
the ureter was almost negligible in the isolated kidney. Using
mass conservation,

(52)

Qin=wpM¢ (53)

The blood density was approximately equal to>1D° kg/nr,
and Eq.(53) became,

M Qp

Mc Mk

For the kidney used in the present study,~0.130kg and

M, /M.~1.36. All parameters used in the calculation are listed in
Table 1.

(54)

Wp

Experimental Studies

Experiments were designed to measure the steady state tissue
temperature distribution and the renal arterial inlet flow rate and
temperature in the isolated pig kidney to validate the newly de-
veloped analytical model. During the experiments, the kidney was
first heated to a uniform temperature 43°C. Then de-ionized water
at 37°C was pumped into the renal artery until steady state was
reached. The kidney surface temperature was kept at 43°C during
each experiment. The experimental setup is shown in Fig. 3. To
hold the kidney in position and keep a uniform surface tempera-
ture, the kidney was fitted in a thin-wallg@=0.004 m of thick-
ness)mold made of woodsmetdMETSPEC 158 manufactured
by Metal Specialties, IL and immersed in the water bath B1
(EX-221, NESLAB Instruments, Inc., Portsmouth, NHThe
woodsmetal mold was made to keep uniform temperature at the
kidney surface and to eliminate the convection effect of the water
bath. Three T-type thermocouples were placed at different loca-
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Fig. 3 Schematic of the experimental setup

tions on the kidney surface to assure the uniform temperature
distribution during the experiment. Thermistor microprobes
(0.0003 m diameterpf various lengths were inserted into the
cortex and connected to the thermal pulse d€@@®D) system to Fig. 4 Contour plot of the analytical solutions of the steady
measure the local perfusion rate and tissue temperature. To nm&#ate temperature distribution at the cross-section at z
sure the tissue temperature distribution in the renal medulla, lof mm. The kidney surface temperature  T,=43.0°C, the arte-
microprobes(>0.01 m in length)were needed. However, thesgal inlet flow temperature  T,,=37.0°C, and the blood perfusion
probes were very difficult to make given their small diameteréate @,=0.007 m*/s/m?.
and were easily broken during insertion. Further, once inserted
deeply in tissue, their exact locations could not be accurately de-
termined. Due to these difficulties, tissue temperatures in the ref@lldata in the cortex, which would be impossible without having
medulla were not measured in this study. good matching boundary conditions at the CMJ given by(E8)

The de-ionized water pumped from the water bath B2 into tHénce the temperature solution in the cortgiven by Eq.(20)) is
renal artery(A) was used to simulate blood flow. The venouginique. lIt, therefore, implies that the temperature predictions in
return flow was collected in a container. The flow rates were coffe renal medulla are realistic although they could not be directly
trolled by the current-controlled roller pump and also measurégeasured in this study.
using a voltage-controlled flow controller syste@00-5L Flo-  Figure 6 presents the analytical solutions of the steady state
Controller, McMillan Company, Georgetown’ TXCOnsidering bulk temperature distributions under different flow rates. When
heat loss to the environment through the transit conduit, the bati¢ perfusion rate increases from 0.00%st to 0.035 n¥/s/n,
B2 temperature was kept37°C to ensure the temperature of théhe magnitude of the arterial temperature elevation decreases, and
renal artery inlet flow was about 37°C, while bath B1 was used tbe tissue temperature distribution appears to be more uniform in
maintain the kidney surface temperature at 43°C. Temperaturedft# middle region of the kidney. Large tissue temperature gradi-
the two baths and the arterial inlet flow were continuously mea-
sured using T-type thermocouples. Prior to each experiment, blood
perfusion rates were examined at various locations within the kid- 17
ney using the TPD techniquel8]. The well-perfused regions
were chosen to perform temperature measurements. Two Pentiun
Il 233 MHz Dell personal computer€PC) were used for data —~0.8
acquisition through LabView user interfaces. The temperature Q-
readings from the thermistor microprobes and flow rates Were'_I
acquired by PC1, and the temperature readings from the thermo-_®
couples were recorded by PC2. = 0.67

(o]

«©
. . -
Results and Discussion il

The temperature distribution at the=6 mm cross-section in =~ 7’ 0.4/
medulla(referring to Fig. 2)is shown in Fig. 4. The venous region
is the hottest and the artery region is the coldest. Heat carried by
the venous flow from the warmer cortex region is transferred into 0.2+
the arterial flow. Cooling effect of the flow is evident when tissue
temperature is higher than that of the flow. ar;erial ______

Shown in Fig. 5, the experimental data are compared with the | _._.----="""" ) ) ) )
predicted steady state bulk temperatures. Limited by the probe Riet 0.2 0.4 CRAJ 0.6 0.8 gurfach
lengths, tissue temperatures were only measured at five different . . . . .
depths from the kidney surface in the cortex. At each depth, five to Normalized distance in the z direction
nine measurements were made to yield the average tempera&‘f&aS Steady state temperature distributions in the pig kidney

and the standard deviation. In the middle region, the venous biding water bath heating. The kidney surface temperature was
temperature is higher than that of the tissue. This is due to the=43°cC, the arterial inlet flow rate ~ Q;,=1.55X10"5 m%s, and

substantial cooling effect of the arterial flow. It is clear that thehe initial kidney temperature and the arterial inlet flow tem-
theoretical predictions are in good agreement with the experimeperature were the same, T,=T,,=37°C.
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1 n = vessel number density at the corticomedullary

@, = 0.007 miis/ml g N th?a(fltl\(/)gssel number

- - o, - A =
> 0.8 mb =0.016 ml/s/ml /'I Nunit = Number of tissue units used for a kidney
'T =+ @, =0.035 ml/s/ml ' Pe = Peclet number
= 06h /I/' Q = volumetric blood flow rate, rits
\\:\Q /' r = rad_ial coordinate, origin at the centerline of tissue
8 ; cylinder, m
W 0.4r ; r, = radial coordinate, origin at the centerline of renal
e artery, m o _
° 9o r, = raQ|aI coordinate, origin at the centerline of renal

vein, m
. R = radius of tissue cylinder, m
S T S, = center-to-center distance of tissue and artery, m

0.2 0.4

Ot CI?AJ 0. 0.8 gyurfack s, = center-to-center distance of tissue and vein, m
. \ . directi T = tissue temperature, °C
Normalized distance in z-direction T, = arterial blood temperature, °C

T, = venous blood temperature, °C

Fig. 6 The analytical predictions of the steady state bulk tem- .
u, = mean velocity, m/s

perature distributions with respect to different blood perfusion
rates. The kidney surface temperature  T4=43.0°C and the arte-

ates Greek Symbols
rial inlet flow temperature  T,,=37.0°C.

a = thermal diffusivity, nf/s
¢ = angular coordinate, origin at the centerline of tissue

ents occur near the kidney surface due to the cooling effect of the ~ cylinder _ o _
inlet arterial flow at a lower temperature. Artery flow temperature $a = angular coordinate, origin at the centerline of renal

increases along the axial direction because of heat transfer from B artery . - .
tissue and counter current heat exchange from the venous return®s = angular coordinate, origin at the centerline of renal
vein

flow. The temperature of the venous flow is higher than that of the ; .
arterial inlet flow since the venous blood collects heat from the ¢ = dimensionless temperature
surrounding tissue when subjected to heating. At the lowest flow P = density, kg/mi .3
rate (w,=0.007 n¥/s/n?), the predictedr, cy; is approximately @, = blood perfusion rate, s/
0.5°C higher than that at the highesi=0.035 ni/s/nt) due to  Superscript

more counter current rewarming qccurred in the arterial_flow. * = dimensionless parameter
Since T, oy Was used as the arterial supply temperature in the )

Pennes equation in the cortex, its value significantly affected tRbscripts

temperature distribution as shown in Fig. 6. The presently devel- 0 = inlet

oped three-dimensional vascular model, that accounts for the 1 = cortex region

counter current heat exchange between the paired artery and vein 2 medullar region

in the medulla region, can be used to accurately preticty,;. a = artery
. ab = bulk parameter of artery
Conclusions b = blood

Avascular model was successfully developed to accurately precMJ = corticomedullary junction
dict the blood-tissue heat transfer in the perfused kidney model. " = arterlal inlet )
Local perfusion rate significantly affected tissue temperature dis- P = particular solution _
tributions, which is the driving force for tissue temperature oscil- R = side surface of tissue cylinder
lations. This model can be used to investigate the effect of blood S = kidney surface
flow change on tissue temperature oscillations during surface t = tissue _
heating, for developing optimal treatment protocols of cancer t2b = bulk parameter of tissue

hyperthermia. v = vein _
vb = bulk parameter of vein
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Appendix

Nomenclature Single Artery Case. First, consider that the tissue cylinder

includes only one artery. Assuming that the particular solutions for
artery and tissue are dependent on only radial coordinate, one can
obtain the following:

= radius, m
a;; = coefficients used in Eq$37-49
a, = coefficients used in Eq33)

A = tissue cross-sectional area? m

Ac = coefficient used in Eq(46) Tissue.

b, = coefficients used in E¢(33) 1 9 90, 26,
c, = specific heat at constant pressure, J/kg/K — —*( — )z - 5 (55)
d = vessel diameter, m reor ar dz*
k = thermal conductivity, W/m/K Arter
L = length of the whole tissue unit, m Y-
L, = length of the cortex region, m 1 9 90, dé,,
M. = mass of the cortex region, kg i r;—*) =Pg1-r%?) a7 (56)
M, = mass of the whole kidney, kg ra dra dra z
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The solutions for the above equations are 1 %6,y

r*
Coo= 7 o (1+s§272r§s; cosd)afZR*zlnR—*)

1 *Zdzetzb *
9t2=—zr . +ecplnr*+c, (57) (72)
and
0,=P lr*z—ir*4 %-Fc Inr¥+c (58) 2
a 4'2 162 | dzt a1l Ta T Ca2 — 7£d 021 23
cli= R (73)

Substituting Eq.(57) into the boundary condition Eq24) and
assumingn* ~r* (this will be valid when the angle between theTherefore, the final form of the particular solution for artery is
side surface of the tissue unit and the arterial inlet surface is

small), one obtains b - Er*z— ir*“— i dé,, B 1 d?6y,p,
ap 42 16?2 16/ dZ¥ 4 g2
R*Z d26t2b
S (59) r
dz X|2Inr¥+1+s:2—2r*s* cos¢372R*2InR—*
Therefore, the solution for E455) can be represented as (74)
2
0= — E(r*Z—ZR*Z Ini) d“0rzp T (60) The final form of the particular solution for tissue is E@0). The
t2 4 R* | qz2 t2 homogeneous solution for both tissue and artéfy,, takes the
form [12]:
Consider the following homogeneous equation [12] .
1 9 a0’ Oha=1|2a +2 a,r*"cosng dba (75)
- r; -0 (61) h,a 0 “= n dz*
rx oy ark

o Adding the particular solutions to the homogeneous solution for
Its solution is artery and tissue, respectively, one then obtains the solutions for

the single artery case.
0'=cyInr}+c, (62) 9 y

Single Vein. Similarly to the single artery case, one has the

Considering Eqs(60) and(62), we choose the particular SOI“tionparticuIar solutions for the vein and tissue:

for tissue as,

1 1 3 dé,,
, 1 r*\ d6m, 6, =Pea§(—rjz—— . ——ajz)—v
Ozp= 0"+ O=c{; I r;:—Z(r*z—zR*zlnR—*)F 1 P 4 1632 16 dz*
(63) _1%2*2| £+*2+ *2+2**
Substituting Eqs(58) and (63) into the boundary conditions Egs. 4§72 a, N | 7& TS a,s, Cosg,
(25) and(26), definec,;, Cap, Cf;, andc), to be, ’
r*
.1 d,, —2R*2|n = (76)
Ctl:Z Peﬁ (64) R*
* 2 *
;=0 (65) I N B LTIl ] (e
Orop= 7 Ped “In |47 1 gp2 r*c—2R*“In R
rx2 R*? d?e v
T B t2b (77)
Ca=~ > 1= —5|(1=s4c08¢p5) —= (66)
xa dz and the homogeneous solution,
3 daab 1 d26t2b *2 2 r:a - zdgvb
Coo= = Peas 3 gz |Tea 2RUIINGE] (67) On,=| Do+ nZl byr*"cosne |Ped® = (78)
where Countercurrent Artery-Vein Case. Following a derivation
%2 K2 ook similar to that presented ifl1], one can obtain the solutions for
Mea=1+S;7=25,1; COSd, (68) Egs. (14-16) by superposition of the solutions for single artery

Then, the particular solutions for artery and tissue can be repaild single vein cases discussed above. Then, substituting the so-

sented as lution for tissue into the boundary condition E@4) to determine
the coefficients,, andb,, for the homogeneous solution. The final
1., 1 ., 3\dbsp , . | forms of the solutions are Eq&9-31 in the main text.
Oap=P 272 7167 18/ gF TCa Inr;+cy (69)
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers.

Dissipation in Small Scale Gaseous are such that the flow and heat transfer characteristics are in the

slip-flow regime where the usual slip-flow boundary conditions

Flows
2—o0, du
. . . l'IgaJwallz a 0,— d_~ 1)
Nicolas G. Hadjiconstantinou v 7l wall
Mechanical Engineering Department, Massachusetts o0 —gu \ dT
Institute of Technology, Cambridge, MA 02139 Todwa—Tw=f—L T 2 = )
g y+1 o Prdyp|,

are known to provide a good approximation to the velocity and

We discuss the effect of shear work at solid boundaries in sm perature fields, respectively. Herés the molecular mean free

scale gaseous flows where slip effects are present. The_ef_fec h, o, is the momentum accommodation coefficightjs the
shear work at the boundary on convective heat transfer is illu

. oordinate normal to the wall,,, is the local wall temperature;
trated through solution of the constant-wall-heat-flux problem i 4 energy accommodatiové coefficient. Pr is tﬁe gas FIrandtI

the slip-flow regime. We also present predictions for the dissipgymper andy is the ratio of specific heats. The coefficientand
tion in terms of the mean flow velocity in pressure-driven a? introduce corrections to the original results of Maxwell= 8
gravity-driven Poiseuille flows for arbitrary Knudsen number = 1) that were obtained through an approximate meftiddFor
All results are ve_rlfled u3|.ng direct Monte Carlo solutions of th%ir, « and B are usually taken to be equal to unjg]. Linearized
Boltzmann equation.[DOI: 10.1115/1.1571088 solutions of the Boltzmann equatidi3,4] show that for hard
spheresx~ B~1.1. In what follows we will assume, without loss
Keywords: Heat Transfer, Microscale, Molecular Dynamics9f generality, that both accommodation coefficients are equal to
Monte Carlo, Nanoscale unity, or equivalently that their contribution has been absorbed in
a andpB.
In this paper we discuss two aspects of dissipation in smallUnder the assumption of a long channeb{H) and low speed
scale ideal-gas flows. We first discuss the effect of shear workflgw (small pressure gradient or external fielde approximate
the boundary in slip flow and how this affects convective he&fte flow as hydro-dynamically and thermallycally fully devel-
transfer in small scale channels. Shear work at the boundary h@@ed; we also assume that the temperature changes and compress-
incorrectly, been neglected in recent studies of viscous heat dighility cause the flow to deviate negligibly from this state. Under
pation in slip-flow convective heat transfer. We show that thi§iese assumptions we assume thaally the pressure gradient is
effect scales with the Brinkman number, and subsequently derig@nstant,u,=u,(y), T=T(x,y) and i =7,(y), wherer, is
an expression for the fully developed slip-flow Nusselt numbdhexy component of the shear stress tensor. The velocity profile is
under constant-wall-heat-flux conditions in the presence of viten given by the slip-flow (K= 0.1) Poiseuille profile
cous dissipation and compare this expression to direct Monte

Carlo solutions of the Boltzmann equation. The second aspect U= Up Kn+£ _Y_z 3)
discussed is related to dissipation in transition-regime flows. Us- X 11¢ 4] H?
ing the solution of the Boltzmann equation for gravity and aKn+€

pressure-driven flows in two-dimensional channels and energy

conservation arguments, we provide expressions for the ene{gierey, is the bulk (average)velocity over the channel cross-
dissipation in these flows as a function of the flow speed fQfu tion and the Knudsen number is given by=Ki/H.

arbitrary Knudsen_ numbers. Our results are.verified by directrpe temperature equation in the presence of viscous heat gen-
Monte Carlo solutions of the Boltzmann equation. fr;_ration and flow work reduces to

For simplicity, we consider two-dimensional smooth channe

of lengthL in the axial(x) direction, with perfectly accommodat- oT dpP aq au
ing walls that are a distandé¢ apart in the transvergg) direction. PCpU———Uy—— = — A Txy_x (4)
The flow in the axial direction is sustained either by an imposed X dx ay ay

&reensost:[je ggazdée(?(ty?r:%t%r(ns; Ee(tg ;/r)hﬁ (g;xai);/elocgmjleldTls wherec, is the specific heat at constant pressure, ani the
) X ) 1Yy ] y Uz ] [

—T(x,y), P=P(x,y) and p=p(x,y) denote the temperature, COmponent of the heat flux vector in th direction. Our consti-
pressﬂre’ and denéity fields respe’ctively. "tutive definitions follow those of5]. Note that conservation laws

We first consider the case of pressure-driven flow that is heatédl be given in their general fornfwithout continuum constitu-

or cooled by a constant wall-heat-flux. The channel dimensiofi¥e modelsiapplicable in all Knudsen regimes. Explicit use of the
continuum constitutive models will be limited to the derivation of

Contributed by the Heat Transfer Division for publication in th®URNAL OF the Nusselt num.ber .In the S|Ip-f|0W regl_me._The |ntegral form of
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 12, 2002t,_he above ?quatlon 'n_the tr‘?m_sve'jse O!lfeqlon_under the assump-
revision received February 11, 2003. Associate Editor: P. S. Ayyaswamy. tion of negligible density variation in this direction is
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HdTb HdP_2 Hi2 auxd
PCpULH = = UpH 5 =200+ Yoy y

(5)

whereq,, is thethermal energy transferred from the wall to the

fluid, and Ty, the bulk temperature, is defined by

T.= 'j/l—2|/21~lx-|-d y

b UbH

(6)

In addition to the thermal energy transfer, there is also dissipa-
tion due to shear work between the wall and the slipping gas. It is
the sum of these two contributions that is responsible for the axial
temperature gradierfand perceived as a constant wall-heatflux
as shown by the integral form of the tot@hechanical plus ther-

mal) energy equation

dT,
PCpUbW H= [uxTxy_ qy]ﬁll-zllz (7)

Equationg5) and(7) are linked by the mechanical energy balancgith Brinkman number for Kn

aP ITyy P d(UyTyy) duy
=—u — + = —Y—+ ——r
0="u, ax ay Uxox ay Ty ay (8)
which integrates to
Hi2 u dpP
H/i2 _ X
[Txyux —Hi2™ f_leTxy ay dy+upH dx 9)

and shows that the viscous heat and flow work terms in(&y.

6.6 T T T T T

Nuy 62}

581
581
541

52

a8

-025 -02 -0.15 -0.1

Br

Fig. 1 \Variation of the fully developed Nusselt number Nu ¢
=0.07. The solid line is the pre-
diction of Egq. (13), and the stars denote DSMC simulations.

more detailed discussiotalbeit for the continuum cagef the
competition between cooling and viscous heat dissipation, which
ultimately leads to Nw»oo for fairly large negative Br, can be
found in[6].

We performed DSMC simulations’] to verify Eq. (13). Our

are, in effect, representing the contribution of the shear work &iyylations were performed on a hard sphere system since for

the wall (Eq. (7)).
We proceed by nondimensionalizing E@) using 6=(T
—Tw)/(9.H/k) and Br=uu?/(q.H), where « is the thermal

theory verification purposes it is preferable to perform simulations
on a molecular system whose properties are well characterized. A
constant wall-heat-flux was achieved by applying a linearly vary-

conductivity of the gas, andy=y/H. When acceleration effects ing wall temperature. Our simulations represent the best compro-
are negligible, for constant wall-heat-flux under fully developeghise between high speeds for low relative statistical error and low

conditions,dT/dx=dT,/dx=const. We thus substitute foi/dx

speeds for negligible compressibility effects. Because the effect of

from Eq. (5) and for this slip-flow calculation use the Fourierthe wall shear stress is of the order of 10 percentBor<0.1, we

conduction law to obtain
o > i

u_b 7”0 10
T (10

an
whereus is the slip velocity,u,|« ., given by

Ug 6aKn
u, 1+6aKn

2
US
1+68r’(1— —) )—Br’
Up

uX
2_
Up

(11)

We solve for# using a symmetry condition aj=0 and the slip-
flow relation (2), and from this solution proceed to calculdtg

tried to minimize all possible sources of error. As a result, we used
the fourth order approximations for the transport coefficiéafs
proximately 2 percent different from the typically-used first order
approximations[8]) and also used the values=1.11 andpg
=1.13 recommended bj8,4]. We additionally corrected our re-
sults for the effects of finite cell sizes and times{&pl0,11]in
our numerical solution. Our resulting error estimate including sta-
tistical fluctuations is approximately 4 percent. The ratio of the
expected average thermal creep velogitg] to the bulk velocity,
uc/up, was less than 0.1.

The agreement between the DSMC simulations and the theoret-
ical results is very goo¢see Fig. 1). This verifies the contribution

—T, . The fully developed slip-flow Nusselt number based on thef shear work at the boundary but also shows that the slip-flow

thermal energy exchange is then given by

2H
Nu:qo—
K(Tw_Tb)
140 ug\?/54 30u, 12(ug\?
——2B1- =) |- ——t+ — | —
17 up/ \17 17up  51\uy 1
h 6u5+2 u32+140 y Kn (12)
7u, 51l FITP L P

where Br=NuBr’/2=,uu§/(K(TW—Tb)). The fully developed

slip-flow Nusselt number based on the total energy exchange @

tween wall and gas is then

(TxyUx) |n22H _

Nu,= Nu+ Nu—128B uS(l US) (13)
u=Nu =Nu—12Br—|1— —
' K(Ty=Tp) Uy Up

prediction is accurate to within 4 percent at K0.07. Also, de-
spite the relatively large pressure gradients usé,/@qu
~0(1.5), Py~1bar, L~20 wum) the assumption of negligible
compressibility and fully developed flow and temperature fields
seems to be reasonable. Given that slip-flow does not describe the
correct state of the gas close to the wadllie to the presence of the
Knudsen layerbut rather provides a recipe for obtaining the hy-
drodynamic fields far away from the wdll], the importance of

wall effects in this phenomenon makes the good agreement all the
more remarkable.

In view of the interest in ever decreasing device sizes, it is
interesting to explore dissipation in the transition regime (0.1
Kn=10). It is well known[2] that Poiseuille profiles in this
regime become flatEgs. (3) and (11) are not valid)and large
amounts of slip are observed at the walls leading to significant
dissipation there, which, as we saw above, does not affect the
temperature field inside the channel. In the interest of simplicity,

Although the above expression is exact, it is only expected to halee will discuss steady, fully developed, Poiseuille-type flows with

for small Brinkman numbers since high velocities will violate the&onstant-temperature walls. These flows are the extension to arbi-
assumption of negligible compressibility and fluid acceleration. &ary Knudsen numbers of the Poiseuille flow assumed in the con-
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vective heat transfer problem solved above and are thus interest- 7
ing to study in their own right as well as in connection with

convective heat transfer in the transition regif¢ Note that no ok
linear constitutive closures for the shear stress tensor and heat flux@ i
vector are now assumed. |

For these flows, the total energy equation simplifies to o Y
J aT \
E(Txyux_qy)ZpCpuxxzo (14) o '
which shows that there is no net energy exchange with the bound- sl
ary, and thus the thermal energy flux at the wall is balanced by the
shear work at the boundary. Using E§) or the thermal energy
equation we obtain o 1
H/2 dp e Ux . .
[qy] —HR™ uba H+ _H/ZTxyW dy (15) 1o 107 10° 10'

Note that the fully developed temperature profile will, in general, ) ) _ )
be non-uniform in the direction with an average temperature thakig- 2 Nondimensional flowrate  Q as a function of the Knud-
is different from the wall temperature. The temperature profile c#§n number. The solid line denotes the numerical solution of

be calculated if closures for the shear stress tensor and heat #ifBoltzmann Eq. [12], the stars denote DSMC simulations of
vector are provided gravity-driven flow and the dashed line denotes the slip-flow

o . . . rediction. Error estimates are given by the star size.
The bulk velocity in Poiseuille flow for arbitrary Knudsen num- g y

bers is given by12]

Hup=— i d_P /E 29 (16) cantly less than 0.130 we expect that the solutions of the Boltz-
P dx 2 mann equation for pressure-driven flow to be valid for gravity-
driven flow. Figure 2 shows that upon replacirgl P/dx by pg,
Q as determined for pressure-driven flow accurately describes
ﬁ(raavity-driven flow.
Substituting from above, we obtain

whereR=k,/m is the gas constark, is Boltzmann’s constanim

is the molecular mass ar@=Q(Kn) is a proportionality coeffi-
cient that has been determined semianalytically by solution of t
Boltzmann Eq[1] and found to be in good agreement with mo-
lecular simulations and experimental d@a2]. In the transition

regime, Q(Kn) varies slowly about its minimum value (1.5 puﬁ 2RT
=Q(0.1<Kn<10)=3) occuring at Kn~d. Q= (21)
Since the flow is steady and fully developed R/dx)H Q
:[Txy]'jﬁlz- Thus, - - .
The energy dissipated inside the channel is
pULV2RT
Lay] 8= [reyux] 5= — ———us 17 wo  PUpV2RT
qt+[7'xyux]—H/2:f(ub_us) (22)

and Q

Rz guy pULV2RT We performed direct Monte Carlo simulations to verify these

e 7y dy= ———(Up—Uy) (18)  predictions. We show here results from the gravity-driven flow for

The above equation suggests that as the Knudsen number in-

creases and the velocity profile becomes flatter, most of the energy o
is dissipated at the walls, as expected. )
For a steady and fully developed gravity-driven flow, we have osr
/(pufv2RT)
07
d aq,
@(Txyux)—i_pg UXZW (19) o6r
05
The total energy transfer to the wat},, is equal to the work done
by the gravity force 4
H/2 “l
0= [qy_ 7'xyl‘lx]—H/z: pYUu,H (20) wal
Here we use the fact that the bulk velocity in gravity-driven o .

102 10" 10 10"

flow can be determined by utilizing the similarity between gravity n

and pressure-driven flows. Malek Mansour etf &8] have shown
that although from a Boltzmann equation perspective gravity apd -\ ondimensional total heat exchange  q,/(puyZRT) as
pressure-driven flows are different, the difference in the solutioRsnction of the Knudsen number. The solid line denotes the
scales with thesquareof the characteristic gravity parameter theoretical prediction Eq.  (21), the stars denote DSMC simula-
=gmH/(2kT) which is expected to be small in practical applitions of gravity-driven flow and the dashed line denotes the
cations. This parameter in our simulations was very sisahifi-  slip-flow prediction. Error estimates are given by the star size.
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which a net energy exchange between wall and gas occurs and gan_. Zakin

thus be rrr]‘e‘"?‘surlec." Fig”rel 3 shows that @4) is in good agree- g State University, Department of Chemical
ment with simulation results. Engineering, Columbus, OH 43210, U.S.A.
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drag-reducing solutions, in which the drag reduction did not e:
ceed 30%. Hetsroni et dl8] studied this problem in high drag- 5
reducing solutioridrag reduction varied in the range of 46—85%
It was shown that the dimensionless streak spacing depends on
Reynolds number, based on wall-shear velocity of the solution.

On the other hand, the relation of steak spacing to the onset :
turbulent drag reduction was not clarified. The first objective ¢ y \\ \ |
the present study was to check whether or not the onset of turl | :
lence drag reduction might be connected to spacing of near-w i

A
1
/

turbulence structures. It was achieved by comparison of the ¢
perimental results obtained in the present study with data repor
/
]

Flow X
A S

in [6,7].

Considerable research was also carried out to investigate mic
structures of drag-reducing cationic surfactant systé@js The
second aim of the present study was to gain more insight into t
near-wall turbulence structure in high drag-reducing flow by ana-
lyzing solution micro-structure. Fig. 2 Test section (1-top of the channel, 2-stainless steel

strip, 3-window, 4-bottom of the channel, 5-IR camera )

2 Experiment
temperature field was fully developed, i.e., the temperature distri-
2.1 Experimental Facility. The experiments were con-buytion on the heated wall did not change in the streamwise direc-
ducted in a rectangular channel. The two-dimensional channgn. The test section is shown in Fig. 2.
flow offers several advantages for studies of near-wall coherent )
structures, as flow visualization is then relatively easy. 2.2 Measurement Techniques. To measure the temperature
The channel flow system is shown in Fig. 1. The 7.2 m Iond',‘?'d on thg heatgd wall a Thermal Imaging .Radlometer.was used
0.2 m wide, and 0.02 m deep rectangular channel comprisé(ugh a typical horizontal and vertical resolution of 256 pixels per
twelve Plexiglas sections of length 0.6 m each. The sections wéfte, spatial resolution 0.05 mm, response time 0.04 s, sensitivity
carefully joined to ensure a hydraulic smooth surface througho@1 K. Since the heating strip was very tH.05 mm), the tem-
The temperature measurements were carried out in the test f@fature difference between its surfaces did not exceed J8JK,
tion. The heating strips 0:60.2 m each were installed inside the” computer program made it possible to store the information and
channel from the front end of the development section to a di§ compute the statistics of the thermal field. .
tance of 0.6 m beyond the test section. These strips were made ofhe water temperature was measured by a precision mercury
0.05 mm thick stainless steel and arranged so that the boundf}§rmometer with an accuracy 0.1 K. The mean flow velocity was
layer could be heated along different distances from the inlet f3éasured with an accuracy1%, the electric power was deter-
the test section. The latter was provided with two>0®16 m Mined with an accuracy-0.5%. The pressure drop was measured
windows to which the strips were bonded with contact adhesif Pressure transducers with an accuracy.5%. The shear ve-
and coated on the air side with black mat paint about 0.02 miecity was calculated with an accuracy4%.
thick. DC current up to 300A was applied to the heating strips,
and measurements were taken at different lengths of the heate@.3 Properties of the Surfactant Solution. The surfactant
stretch. It was found that at the location of the test section, thised was Habon G—a cationic surfactant of molecular weight
500. The content of delivered active material is 53.5% active sur-
factant, 10.2% isopropanol and 36.3% water. Concentrations re-
ported are the concentrations of active surfactant. The head group

of the surfactant is hexadecyldimethyl hydroxyethyl ammonium
J_J;] and the counter-ion is 3-hydroxy-2-naphthoate. The surfactant
2\ /‘L /‘(L molecules form large thread-like micelles which are effective in
1200\ 5004 4200 1200 causing drag reduction. In the present study we used an active
\ ,/ surfactant concentration of 530 ppiparts per million by weight
% in filtered, deionized watgr Our data, based upon pressure drop

and heat transfer measurements, did not show degradation of the
solution during the experiments.

The kinematic viscosity was determined by a Cannon-Fenske
capillary viscometer. The kinematic viscosity i=1.35
105 m?s! att=20°C and 1.1510 ® m*s ! att=40°C. In
the experiments performed, the temperature of the surfactant so-
lution was 220.5°C, and the heated wall temperature ranged
from 32 to 40°C. Thus, the Reynolds numbers for the 530 ppm
Habon G solution were calculated based on a kinematic viscosity
»y=1.2510 * m?s .

o] | 2.4 Microstructure Information. We examined the Habon

Z G solution by direct imaging cryogenic temperature transmission

= — \i electron microscopyCryo-TEM) [9]. Transmission electron mi-
\_m \_L 2 \3

croscopy is a direct imaging technique that affords microstructural
Fig. 1 Loop of rectangular channel  (1-tank, 2-pump, 3-control trary to indirect methods such as light and x-ray scatteriGgyo-

information that does not require modeling for interpretaticon-

valve, 4-flow meter, 5-strainghtener, 6-development section, TEM does not involve any staining or drying of the studied
7-test section, 8-IR camera, 9-outlet section, 10-heat ex- samples, thus it provides reliable images of the original micro-
changer) structures in the studied systems.
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(a)

\\ {B)
\ / ~ ! ' Fig. 4 Thermal pattern on the heated wall: (&) Flow of 530 ppm
1 {)4\ nm . Habon G solution; and (b) Flow of water.

Fig. 3 Microstructure of the 530 ppm Habon G solution: (@ 3 Resllts

threadlike micelles; and  (b) vesicles.
3.1 Cryo-TEM Images. The most prevalent structures we

observed are thread-like micelles, shown at high magnification in
Fig. 3(a). Micrographs like this one show quite clearly inner struc-
tural details of the micelles such as branching domaarsow)
o ) ) and overlap of micellegarrowhead). It should be noted that
We prepared vitrified specimens for Cryo-TEM in a controlleghreadiike micelles have been suggested as the one, possibly the
environment vitrification chambeCEVS)to ensure preservation most important, microstructural feature that modifies flow patterns
of the original concentration, temperature, and thus the micrgr a flowing fluid and reduces drdg.0].
structure of the examined sample. As with all other types of ma- Another feature seen in the examined solutions are vesicles,
terial systems, TEM specimens of liquid systems have to be quitenoted by “V” in Fig. 3b). These are balloon-like structures
thin. The penetration power of even high energy electrons is ratheade of a double-layer membrane. Such structures are found in
limited. To avoid inelastic electron scattering that leads to imageany biological and synthetic amphiphil€$l]. In this micro-
deterioration, and to take full advantage of phase-contrast in dirgeaph we see vesicles coexisting with threadlike miceles
imaging, one needs to limit specimen thickness to abouu@2 rows). Much to our surprise we have detected junctions between
The surfactant solution specimens were prepared for Cryeesicles and threadlike micelles. In fact, three such junctions, one
TEM imaging by applying a small drop of the studied solutioflenoted by an arrowhead are seen in the lower left part of the field
onto a perforated carbon film supported on an electron microscopfeview of Fig. 3(b). The three micelles connecting the three
grid, blotting it to form a thin(0.2 um) film. By avoiding crystal- Vesicles are connected by a three-fold junction seen just above the
lization of water the microstructure is not disturbed and the inf'fowhead. Zheng et dl12] hypothesize that the straining actions
ages obtained reflect true microstructures in the original solutiorfd.low disrupt vesicles and thus induce structural instability of the
The solutions were quenched from 25°C, and 100% relative gggagmems that leads to their reconstruction into networks of
midity. Specimens were examined in a Philips CM120 micrd2ranching threadiike micelles.
scope, operated at 120 kV, using an Oxford CT-3500 cryo-holder3.2 Thermal Streaks at the Wall. One important aspect of
maintained below-178°C. Micrographs were collected digitally turbulent flow is believed to be streamwise vortex structure with
[10] by a Gatan 791 MultiScan CCD camera with the DigitalMiits accompanying low-speed streaks. The temperature distribution
crograph software package, using low-dose protocols to minimipa the heated wall can be considered as a trace of the flow struc-
electron-beam radiation-damage. ture there, i.e., the turbulent structures in the boundary layer cause
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240 mensionless streak spacing, at given value of wall-shear, depends
v on onset of wall-shear, velocity of the solution. The results are
| consistent with the hypothesis that one of the prerequisites for the
phenomenon of drag reduction is sufficiently enhanced length and
200} time scale of the velocity field. Different drag-reducing solutions
- produce velocity field with different length and time scales.
The existence of an extremely low value of onset velocity is
associated with microstructure of the solution. From the study of

ﬂf 1601 microstructure one can conclude that the surfactant used in the
| present study contains threadlike micelles with junctions between
- them. These data provide the first experimental demonstration that
120} well developed network, including branched micelles, is con-
v WATER nected with streak formation.
E F G
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u* cm's’!

Nomenclature

Dy = channel hydraulic diameter
the temperature distribution on the wall, including the thermal |*- = chanr(')lil length _
streaks. The streak spacing results were obtained by IR visualiza- U (7/p)™~, shear velocity
tion and from spatial correlation of the temperature. The images of u}, = onset shear velocity

thermal streak structures are shown in Figsa)4nd 4(b). Figure N = thermal streaks spacing
4(a) shows a typical example of frames reproduced from a video \* = \u*/v, dimensionless thermal streaks spacing
motion picture of surfactant drag reducing flow. Figug)4s a p = density

representative image of the thermal streak structure, at the same = kinematic viscosity

shear velocity, for water flow. These pictures are plan view, the Ap = pressure drop

flow moves from the bottom to the top of the figures. The thermal 7 = ApD,/4L, shear stress

streak spacing was calculated by two-point correlati¢8} The

dimensionless thermal streak spackig=\u*/v (\ is the streak
. " . eferences

spacing,u* shear velocity, calculated from the pressure drop,

u* = %’ r shear stressp density, v kinematic viscosity ob- [1] %/lsrlg P. S., 1975, “Drag Reduction Fundamentals,” AIChE 21, pp. 625—

talned+from the temperature field on the hea.ted wall in water flow[z] Chara, Z., Zakin, J. L.. Severa, M., and Myska, J., 1993, “Turbulence Mea-

was\T=100x+10. The result agrees well with data reported by  surements of Drag Reducing Surfactant Systems,” Exp. Fldiélspp. 36—41.

Iritani et al.[13]. In the drag reducing flows" increase when the  [3] Gaslievic, k. ard Malthys, £ F, 1997, "Experimental Investigation of Ther-
P mal and Hydrodynamic Development Regions for Drag Reducing Surfactant

She,ar VeIOCIty Increases. . . Solutions,” J. Heat Transfer119, pp. 80—88.

Figure 5 represents streak spacing measurements for differeqi) kawaguchi, Y., Tawaraya, Y., Yabe, A., Hishida, K., and Maeda, M., 1996,

drag reducing solutions. The data of Donohue eféland Achia “Turbulent Transport Mechanism in Drag Reducing Flow With Surfactant Ad-
and Thompso7] for polymer solutions are also shown for com-  ditive Investigated by Two Component LDV, itighth International Sympo-

. . . . _ * sium on Applications of Laser Techniques to Fluid Mecharfi¢siuly 8—11,
parison. Points E, F, G, at which the line$ =f(u*) cross the Lisbon, Portugal, pp. 29.4.1-29.4.7.
line A"=100 indicate a threshold value of wall shear for the [5] Warholic, M. D., Schmidt, G. M., and Hanratty, T. J., 1999, “The Influence of
particular drag reducing solution. The increase in the value’of gsgrapg’;Rledlzlging Surfactant on a Turbulent Velocity Field,” J. Fluid Mech.,

associated with drag reduction takes place at valqes* diigher [6] Donohue, G. L., Tiederman, W. G., and Reischman, W. G., 1972, *Flow Vi-
than the onset wall shear. Thus, the drag reducing effect starts sualization of the Near-Wall Region in Drag-Reducing Flow,” J. Fluid Mech.,
with wall shear stresses larger than a threshold value, which de- 56, pp. 559-575.

pends on the nature of the additive and its concentration. Whe#/] Achia, B. U., and Thompson, D. W,, 1977, *Structure of the Turbulent Bound-
. . . ary in Drag-Reducing Pipe Flow,” J. Fluid Mect81, pp. 439-464.
surfactant flow is Compared with flows of p0|ymer solution, one [8] Hetsroni, G., Zakin, J. L., and Mosyak, A., 1997, “Low-Speed Streaks in

can see that the 530 ppm Habon G solution has a significantly = brag-Reduced Turbulent Flow,” Phys. Fluid, pp. 2397—2404.
lower value of onset shear velocity. The correlation betweén [9] Talmon, Y., 1999, “Cryogenic Temperature Transmission Electron Microscopy

. f in the Study of Surfactant SystemsModern Characterization Methods of
and the percentage of drag reduction was given by Oldaker and Surfactants System8. P. Binks, Editor, Marcel Dekker, NY, pp 147-178,

Tiedermar(14]: A =1.9DR+99.7. The fact that we refer here to Chap. 6.
paraIIeI shift of then* profile, means that at the same value of[10] Lu, B., Zheng, Y., Scriven, L. E., Davis, H. T., Talmon, Y., and Zakin, J. L.,

s ; : ; ; 1998, “Effect of Variations Counterion-to-Surfactant Ratio on Rheology and
friction velocity, the percentage (.)f drag reductlo_n Increases Wlth Microstructures of Drag Reducing Cationic Surfactant Systems,” Rheol. Acta,
the decrease of the onset velocity. Correspondingly we consider 37 o, 528-548.

the value ofv/u¥, as the length scale and the valuewdfi},? as  [11] Evans, F. E,, and Wenner&o H., 1999, The Colloidal Domain 2nd ed.,
the time scale. Different drag-reducing solutions produce velocity, . VCH, New York.

field with diff t th dti | Zheng, Y., Lin, Z., Zakin, J. L., Talmon, Y., Davis, H. T., and Scriven, L. E.,
1ela wi imerent lengtn and tme scale. 2000, “Cryo-TEM Imaging the Flow-Induced Transition From Vesikles to

Threadlike Micelles,” J. Phys. Chem. B04(22), pp. 5263-5271.
Conclusion [13] Iritani,_Y., Kasagi, N., and Hirata, N 1983, “Heat Transfer Mechanism and
Associated Turbulence Structure in the Near Wall Region of a Turbulent
The shear velocity for onset of drag reduction for Habon G  Boundary Layer,” inFourth Symposium of Turbulent Shear Flowi2—14
surfactant solutions is significantly lower than those for polymer, ,, September 1983, Karsluhe, F.R. Germany.

. . . Llﬂ Oldaker, O. K., and Tiederman, W. G., 1977, “Spatial Structure of the Viscous
solutions. Changes in the shape of thermal streaks and an iNCrease sypjayer in Drag-Reducing Channel Flow,” Phys. FILi@g(10), pp. 133—

in streak spacing are the main features in drag reduced flow. Di- 144,

950 / Vol. 125, OCTOBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



